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FELIX as a developer: overview

• Where to find the sources:

– https://github.com/dana-i2cat/felix

• Developer teams:

– 1 component – 1 team

• Integration teams may supervise components from others

– More information:

• https://github.com/dana-i2cat/felix/wiki/Contributing_overview#contact

• Organisation of the code:

– 1 component – 1 branch

• Exceptions: shared/extended software modules (e.g. CRM, C-BAS)

– Master branch: merge of existing branches into one

• Automated task triggered via Jenkins (ideal*)

• Manual merge (solving conflicts)

* Requirement: similar folder structure across branches, keeping an eye to common files at the root



FELIX as a developer: languages and tools

• Quality check

– 1 component – 1 syntax analysis task

– Tasks are manually added along with new components/branches

• Automatically triggered by pushes on branches

– Developers can follow up the violations of code standards, LOC, complexity % or 

duplications in their branch
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FELIX as a developer: contributing (I/II)

Contributing to the code or technical documentation?

• How to proceed*:

a) Small-sized contributions:

1. Clone the FELIX repository in your local environment

2. Edit the files and test behaviour. When ready, create patch(es) and send

b) Medium to large-sized contributions:

a) Working within GitHub

1. Fork the FELIX repository into a new one under your account(s)

2. Perform the improvements or fixes you’d like to contribute

3. Start pull request against the forked repository and appropriate branch

1. Be descriptive in your message!

b) Working outside GitHub

1. Clone the FELIX repository in “bare” mode (should be public)

2. Clone the bare repository into another for modifications

3. Edit files. When ready, commit and push to the local bare repository

4. From modified repository, issue pull request and an e-mail contents

* Detailed steps in https://github.com/dana-i2cat/felix/wiki/Contributing_procedure



FELIX as a developer: contributing (II/II)

Contributing to the code or technical documentation?

• Requirements*:

– Knowledge about Git, Python, shell

– Understanding FELIX architecture

– Local environment for management stack:

• OS: Debian 7.8 (3.2.0-4)

– Python 2.7, Pip, [Ryu/POX], [Apache/Django/MySQL], [Flask/Mongo], etc

• Around 2Gb-4Gb RAM (depending on components in use)

• Others:

– Communication through issue tracker and e-mail

– Pull requests managed by development teams

– Name / ID / e-mail of contributors to be included in CONTRIBUTORS.md

* Requirements in https://github.com/dana-i2cat/felix/wiki/Installation#requirements



FELIX as a developer: spaces, architecture and modules

* Architecture and modules details available at https://github.com/dana-i2cat/felix/wiki/Architecture



FELIX as a developer: distribution of the sources

• Distribution of the sources per module*:

– RO:

• Source: modules/resource/orchestrator/src/

– RMs:

• Source: modules/resource/manager/<module_name>/src/

– module_name: stitching-entity, transit-network

– CRM, SDNRM, Expedient:

• Source: 

<module_name>/src/python/[mod_1/]<module_name>/[<mo

d_2>/]

– mod 1: -, openflow, expedient

– module name: vt_manager, optin_manager, expedient

– mod 2: -, -, clearinghouse

– MS:

• Source: msjp/

– C-BAS:

• Source: src/plugins/

* Details of source location available at https://github.com/dana-i2cat/felix/wiki/Contributing_development_info#folder-distribution



FELIX infrastructure: overview of software

• Software modules in the FELIX Management Stack

XEN-CRM
KVM-CRM

NSI-TNRM
GRE-TNRM

Ryu
POX

jFed
OMNI
Expedient



FELIX infrastructure: preparing the environment

• Clone the following repositories under /opt/felix:

• Note: each component/branch under folder with its name*
– https://github.com/dana-i2cat/felix.git

• Repeat per branch/component

– https://github.com/EICT/C-BAS.git

• Requirements:

– OS: Debian 7.8 (3.2.0-4)

– Around 2Gb-4Gb RAM (varies on number of machines used to host the modules)

– Packages: Python 2.7, Pip

• RO: Flask, MongoDB, Flup, lxml, apscheduler, ...

• SERM: Flask, MongoDB, Ryu/POX

• CRM, SDNRM, Expedient: Apache, Django, MySQL, FlowVisor

• TNRM: Apache CXF, Jython, NSIv2

• MS: Apache2, SQLAlchemy, Bottle, Elixir, gevent, ...

• C-BAS: Flask, MongoDB, SQLAlchemy, flup, swig, xmlsec1, ...

* Each component/branch shall be downloaded individually (clone + checkout)



FELIX infrastructure: setting up the facility (I/II)

• Installation* steps:

1. RMs

Lower layer (management)

1. SDNRM

2. XEN-CRM / KVM-CRM

3. SERM

4. NSI-TNRM / GRE-TNRM

2. MS/MMS

Transversal layer (interacts with physical 

resources)

3. CBAS/MCBAS

Transversal layer (trust anchor)

4. RO/MRO

Medium and upper layers (logic management)

* Installation instructions available at https://github.com/dana-i2cat/felix/wiki/Installation and per module



FELIX infrastructure: setting up the facility (II/II)

• Configuration* steps:

– RM

• Set up SDN environment: set up FlowVisor and connection with SDNRM

• Configure virtualisation servers: set up hypervisor and connection with CRM

• Define SERM endpoints and links with SDN and TN domain

• Configure TNRM with NSI connection and endpoints or GRE tunnel

– MS/MMS

• Identify devices to be monitored by MMS

• Point to MMS (or appoint as MMS*)

– CBAS/MCBAS

• Configure with name of island/domain, issue certificates, establish trust between 

partners

• Point to MCBAS (or appoint as MCBAS*)

– RO/MRO

• Configure with details on some managed resources, parameters, etc

• Point to MS (if RO) or to MMS (if MRO)

• Appoint as MRO*

*Configuration instructions available per module  *Reconfiguration upon agreement



FELIX infrastructure: overview of networking

• Network connectivity among islands in the FELIX federation
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FELIX infrastructure: federating with other islands

• Federating implies (at least):

– Certificate exchange

• Trusting others’ RMs

• Trusting others’ CBAS (and its managed entities)

• Being trusted by MCBAS

– Monitoring information exchange

• Exposing topology + slice information from island’s MS

• Sending metrics and above information to MRO and MMS

– Networking

• Being connected  to the other islands:

– VLANs, NSI domain, etc.

– Continued support to ensure operations on owns’ island:

• Solve issues on either networking or software domains

 Agreement among existing sites with new one

 Manual configuration and set-up required for federation

• Rearrangement/relocation of MRO, MCBAS, MMS implies small config. changes



FELIX infrastructure: support to infrastructure set-up

• Support*
– Installation and configuration

• Provided by specific developer team

– Federation (networking, certificates, etc.)

• Provided by specific infrastructure team

* Contact details available at https://github.com/dana-i2cat/felix/wiki/Contributing_overview#contact
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