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FELIX Components ValidaƟon Report

Abstract
This report documents the procedures used to validate and test the internal workflows, on the one hand, and
interacƟons between the FELIX components, on the other. The document aƩempts to effecƟvely demonstrates
that the implementaƟon exhibits the expected behaviour as a whole. The document also sums up the steps
carried out to deploy the FELIX framework soŌware modules across the federated FELIX islands. Finally, this
document describes the status of the current deployments and indicates some of the missing steps that are to
be addressed during the final year.
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ExcecuƟve Summary
Deliverable D4.1 details the deployment procedures, funcƟonal tesƟng and validaƟon, and the evaluaƟon of the
validaƟon for each of the FELIX components.

ValidaƟon is not an isolated step from the development process; it is rather performed throughout the de-
velopment and deployment phases of each module providing feedback to solve and improve them in a cyclic
way.

The document is structured in three main parts: the deployment of the components, the tesƟng of func-
ƟonaliƟes and the validaƟon tools. AŌer a brief introducƟon and a list of acronyms and short definiƟons of the
concepts used in the document, the deployment of components secƟon provides details on where each compo-
nent has been installed. AŌer that, the TesƟng of funcƟonaliƟes secƟon describes per component which features
are validated and how. Finally, the ValidaƟon Tools secƟon provides a list of the different tools used to validate
the components (OMNI, Jenkins with SonarQube, etc.). As these tools have been presented and described in pre-
vious deliverables, this document will briefly describe them but focus on how we used them to perform different
kind of validaƟons on the soŌware modules.

This document is addressed to soŌware architects, soŌware engineers and soŌware developers implement-
ing specific features of FELIX to know how to validate future development or improvements.

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D4.1
Date of Issue: 01/09/2015 8
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1 IntroducƟon
In soŌware product development, the process of validaƟng the soŌware product is aimed at ensuring that the
design requirements iniƟally defined in the architecture specificaƟons are met and properly implemented by
the product. The validaƟon process usually takes place at the end of developments, once verificaƟon has been
completed. Whilst the verificaƟon process (generally consisƟng in funcƟonal tesƟng) ensures that the soŌware
module has been developed to comply with the iniƟal design requirements and specificaƟons, the validaƟon
stage checks that the soŌware module actually meets the needs defined by such design requirements. The veri-
ficaƟon and validaƟon processes allow to idenƟfy unexpected component errors or faults, and in this case, result
in feedback to the development team to fix a specific issue.

In FELIX, the validaƟon and verificaƟon processes have been carried out by two different groups:

• Developers of each soŌware module run the funcƟonal tesƟng or verificaƟon, both during development
and aŌer the end of the developing stage

• Integrators (island owners) execute the soŌware validaƟon, mostly related to deploying FELIX components
in the target islands and implemenƟng use cases.

The work distribuƟon described above responds to needs to perform different types of test in different stages
of maturity of the soŌware modules.

During and aŌer the development stage, FELIX developers teams have performed automaƟc and/or manual
tests on their soŌwaremodule to verify proper internal funcƟoning, as well as interacƟon with external modules.
Once a soŌware module is extended with new funcƟonaliƟes, further tests are carried out to prepare and ease
future integraƟon with a subset of modules. Such modules are specific for every type of FELIX soŌware module.
When the integraƟon stage starts, the integraƟon team takes over the tesƟng role and shall thus provide further
feedback to the developers team, in case any issue was encountered on the soŌware module.

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D4.1
Date of Issue: 01/09/2015 9
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2 AbbreviaƟons and DefiniƟons
Throughout this document we use specific notaƟon and acronyms that are explained here. Please refer to this
guide to idenƟfy the concept or for a more detailed explanaƟon.

2.1 AbbreviaƟons
• AAA: AuthenƟcaƟon, AuthorisaƟon and Accountability.

• CLI: Command Line Interface.

• CRL: CerƟficate RevocaƟon List.

• CRM: CompuƟng Resource Manager.

• F4F-FLS: Fed4FIRE's First Level Support Monitoring.

• GENI: Global Environment for Network InnovaƟons.

• GUI: Graphical User Interface.

• MMS: Master Monitoring System.

• MRO: Master Resource Orchestrator.

• MS: Monitoring System.

• OFVER: OFELIA VERsioning system.

• PE: Policy Engine.

• pyPElib: python Policy Engine library.

• RM: Resource Manager.

• RO: Resource Orchestrator.

• RSpec: Resource SpecificaƟon.

• SDNRM: SoŌware Defined Network Resource Manager.

• SERM: SƟtching enƟty Resource Manager.

• STP: Service TerminaƟon Point.

• TNRM: Transit Network Resource Manager

• URN: Uniform Resource Name.

• VM: Virtual Machine.

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D4.1
Date of Issue: 01/09/2015 10
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2.2 DefiniƟons
• Agent: Refers to the virtualisaƟon server. This is the soŌware running in each virtualisaƟon server and

acƟng as the entry point to the hypervisor that allows to manage the virtual machines of the users.

• cURL: Library and command-line tool for transferring data using various protocols.

• FlowSpace: Set of rules to define operaƟons on packets. Contains a variable number of datapath IDs and
their selected ports, a filtering condiƟon to match the packets (usually a VLAN or a range of them). This
conforms an internal data model of the FlowVisor that is later on inserted on the switches.

• GENI: Provides a virtual laboratory for networking and distributed systems research and educaƟon, as well
as fostering standardisaƟon and making the SFA interfaces advance.

• Island: Physical domain under parƟcular management. It provides infrastructure and resources to the end
user.

• OFVER: Versioning system that consists of a number of core scripts to manage the install and update pro-
cesses, and allows extension through custom scripts.

• OMNI: CLI tool which is part of the GENI Control Framework.

• perfSONAR: a network measurement toolkit that provides, among others, a uniform interface to schedule
measurements and retrieve data from the network devices.

• pyPElib: Policy Engine library developed in Python. It aims to help programmers using the abstracƟons
provided to apply rule-based policy enforcement.

• Pylint: Python source code analyserwhich looks for programming errors, helps enforcing a coding standard
and sniffs for some improper programming pracƟces.

• RM: SoŌware component able to reserve, create, manage and delete resources by communicaƟng with
the hardware. It provides interfaces for both administraƟve and common operaƟons on resources.

• RSpec: XML document following agreed schemas to represent resources that are understood by Resource
and Aggregate Managers.

• URN: Public idenƟfiers given to resources in the network in order to uniquely idenƟfy and exhausƟvely
describe the properƟes of the resource. For that, the urn scheme is followed.

• Zabbix: ProducƟon-grade soŌware to perform real-Ɵme monitoring of metrics collected from servers,
virtual machines and network devices.

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D4.1
Date of Issue: 01/09/2015 11
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3 Deployment of Components
The deployment of the FELIX stack has followed, at first, a sequenƟal planning of different modules within an
island in order to validate the behaviour of the modules and to generate and improve the deployment instruc-
Ɵons required to simplify installaƟon and configuraƟon in other domains. ThereaŌer, FELIX SW modules started
being deployed in the mulƟple domains, where it took place an iteraƟve refinement of the configuraƟons and
integraƟon steps for the different modules. With most modules deployed, the basic communicaƟon workflows
between them were set in place and validated.

Figure 3.1 depicts the locaƟon of each domain containing FELIX soŌware modules, on top of a world a map.
Below, a table is shown containing the status of deployment and validaƟon of the user's GENIv3 north-bound
APIs to reach every module.

A brief explanaƟon of the deployment steps for the different modules is provided below, aimed at integrat-
ing the live representaƟon of islands composiƟon and soŌware status maintained live on the project website
(http://www.ict-felix.eu/?page_id=332). Appendix A provides a number of tables consisƟng on a de-
tailed summary of the deployment status and informaƟon of each component per island or domain. This infor-
maƟon is shared among the FELIX domains in order to properly configure the Resource Orchestrators andMaster
Resource Orchestrators within the federated testbeds.

3.1 Resource Orchestrator
The Resource Orchestrator (RO) is at the heart of the FELIX virtual infrastructure configuraƟon, coordinaƟng
user's acƟons for resource instanƟaƟon (compuƟng, OpenFlow-enabled switches, sƟtching enƟƟes and transit
networks) with C-BAS and monitoring. RO can run in two operaƟon modes: RO (default) and Master RO (MRO),
thus acƟng as parent orchestrator and coordinator of other ROs.

Each island (but iMinds, where FOAM is reused from Fed4FIRE) has deployed its own RO, which is responsi-
ble for orchestraƟng local resources made available for the federaƟon. As per the design of the FELIX architec-
ture, two MROs are deployed in FELIX: one in i2CAT (European region) and one in AIST (Japanese region). MROs
communicate with each other to implement inter-conƟnental infrastructure provisioning. Further details on the
locaƟon of such modules are provided in Appendix A.

The source code for RO is available in the GitHub public repository, under the resource-orchestrator branch.
A number of configuraƟon files are provided so that the administrator fills those with data such as the address,
port and endpoint provided per RO (see "Annex A" to consult them) or enabling/disabling features during test-
ing phases, such as RSpec validaƟon, credenƟal verificaƟon and so on. AŌer introducing the Monitoring System
(MS), we saw necessary to add extra configuraƟon files for CRM, SDNRM and SERM in order to provide the miss-
ing informaƟon on how to access monitoring informaƟon (i.e. metrics) on the hardware. This informaƟon is
not provided by the GENIv3 APIs, therefore is filled internally by each administrator during the configuraƟon of
RO/MRO. o help with this process, a sample configuraƟon file is provided with blanks to be filled.

The internal communicaƟons of RO-MRO have been interacƟvely tested and validated to consolidate the
intra-region orchestraƟon workflows and GENIv3 API contents described in WP3 deliverables, e.g. towards the
resource database, the various RMs or the northbound API to users.

3.2 SDNRM
SDNRM provides users with the possibility of defining a number of flows (traffic rules) over a subset of physical
devices, and the administrators with the ability of granƟng and provisioning them. This component, coming
from previous FP7 projects and extended by i2CAT, was deployed in almost every FELIX island; namely i2CAT,
PSNC, EICT, KDDI and AIST islands. In the case of the iMinds island, the FOAMmodule (a component with similar
funcƟonaliƟes as SDNRM) was already deployed and thus used in that island.

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D4.1
Date of Issue: 01/09/2015 12
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Figure 3.1: Deployment of components in FELIX islands

The source of this component is available under the ocf branch (opƟn_manager folder) and instrucƟons are
provided in the corresponding secƟon of the GitHub public wiki page. In the source, a sample configuraƟon
Python file (localseƫngs-example) is provided so that it can be copied and filled by the island administrator into
a new file (localseƫngs.py), containing details such as the access for the MySQL database, administrator e-mail
for noƟficaƟons and so on.

The second step of configuraƟon requires the installaƟon of the module in the server and accessing to the

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D4.1
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administrator GUI to set up connecƟon to the FlowVisor slicing SDN controller that operates in each FELIX island.
As the RO performs an intra-islandmonitoring process (i.e. retrieve SNMP access informaƟon for its managed

SDN-enabled HW equipment), a new sample configuraƟon file (sdnrm.json.example) was added in the resource-
orchestrator branch to include such non-public informaƟon. This file must be copied as a new file (sdnrm.json)
and filled with the URN of each device and its IP, SNMP port and community string. Such informaƟon is to be
later provided to the (M)MS for internal use.

Finally, the informaƟon provided in the menƟoned JSON file (plus a list of the ports to be monitored) is also
provided within the topology definiƟon XML file of the SNMPmanager, as part of another configuraƟon step that
allows the perfSONAR Sequel service to retrieve metrics from the switches. Such components are third-party
tools that do not belong in MS or MMS, and are currently deployed in i2CAT and PSNC domains to provide metric
informaƟon to MS.

3.3 CRM
CRM is the soŌware module that interfaces with the virtualisaƟon hardware available at each domain so as to
create virtual machines. This component was developed fully by i2CAT and brought as well from previous FP7
projects. Within FELIX, it was subsequently extended by i2CAT and also by AIST, the laƩer adding interfaces and
developing required extensions to allow creaƟon of VMs on top of KVM-enabled servers.

Therefore, there are two flavours, according to the equipment provided by the domain of each organisaƟon:
XEN-CRM (the original version, deployed by i2CAT, PSNC and EICT) and KVM-CRM (the version extended by AIST,
currently deployed in AIST and to be placed in KDDI as well). The case of iMinds is a bit different, as its infras-
tructure runs with VirtualWall, an alternaƟve to the combined CRM and SERM. In this domain, thus, they use
VirtualWall along with its implicit sƟtching technique.

The source of XEN-CRM is available under the ocf branch (vt_manager folder) and instrucƟons are provided
in the corresponding secƟon of the GitHub public wiki page. In a similar way as SDNRM, both flavours of CRM
provide a sample configuraƟon Python file (mySeƫngs-example) to be later copied and filled by the island admin-
istrator into a new file (mySeƫngs.py). That file will contain details such as the access for the MySQL database,
administrator e-mail for noƟficaƟons and so on.

The second step of configuraƟon requires the installaƟon of the module in the server and accessing the ad-
ministrator GUI to set up the ranges of IP andMAC addresses that are assigned under her domain, as well as basic
informaƟon about each server machine to be used for VM provisioning (e.g. name, OS, and more importantly,
the locaƟon (that is, address and port) of the agent soŌware to send peƟƟons, bridge interfaces and connecƟon
of each server with the OpenFlow-enabled switches. This informaƟon is, among others, appropriately translated
from the physical, real configuraƟon, into the network logical conformaƟon that the users are aware of andwhich
is of use for their experiments. Specifically, the details provided to the experimenters contain which interface of
their VMs are connected to every switch, and are provided to them via the GENIv3 API (i.e. a ListResources call).

As with SDNRM, and SERM, a new sample configuraƟon file (crm.json.example) was added in the resource-
orchestrator branch to include the informaƟon required for monitoring access, which is not provided by the
GENIv3 ListResources call. This file must be copied as a new file (crm.json) and filled with the same data and
purpose as for SDNRM.

3.4 SERM
SERM's funcƟonality allows to send user traffic between islands via different types of transport networks (i.e.:
staƟc/dynamic VLAN-based network provider services or GRE tunnels via Internet) and thus it must be deployed
in every FELIX island.

The SERM module, developed by PSNC, was deployed within the PSNC, i2CAT, KDDI and AIST islands. The
source code is available in the FELIX GitHub public repository, at the sƟtching-enƟty branch. The installaƟon of
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dependencies and the deployment of the SERM is performed in a way similar to that of the RO, as it follows a
similar structure and scripts for deployment.

There are two opƟons for the configuraƟon and deployment of the SERM component, which differ on the
way the sƟtching switch is controlled:

• SERM component interacƟng with Ryu [1]: this opƟon was implemented in PSNC, KDDI and AIST islands
where a Ryu OpenFlow controller was set to run in order to manage the OpenFlow switch that was used
as the data plane sƟtching element.

• SERM component interacƟng with POX [2]: this opƟon was implemented in the i2CAT island, as there
is a POX OpenFlow controller that manages the OpenFlow switch to be used as the data plane sƟtching
element.

In each island deploying SERM component, a configuraƟon file (se-config.yaml) is to be filled by the domain
administrator with the informaƟon on sƟtching switch ports and related remote ports located in different islands,
as well as informaƟon related to TNRM's funcƟonality (e.g. type of transport network, VLAN range, etc.). In
the YAML configuraƟon file, it is also declared whether the SERM module communicates with the Ryu or POX
controller in order to control the sƟtching switch.

The iniƟal deployment of the SERM component was also carried out in EICT, but due to some differences in its
network topology (i.e. no NSI inter-connecƟons are provided), the deployment process was held unƟl the TNRM
supports GRE tunnels; when that module will be deployed. A different approach was taken in case of iMinds
island. As iMinds' VirtualWall (somewhat equivalent to CRM) provides an integrated SERM funcƟonality within
their VirtualWall environment, the SERM component was not deployed there.

3.5 TNRM
The Transit Network Resource Manager (TNRM) is one of the special soŌware components within the FELIX ar-
chitecture, since it is not distributed over the different domains in FELIX. Instead, it is deployed on the AIST island,
where it funcƟons as an access point to the transit network domain and as a central repository to look for NSI
endpoints offered by each island in FELIX.

The deployment of the module was carried out in a similar way as the other FELIX RMs, yet deployed in a
single point, following a centralised fashion. TNRM is based on the eiSoil library and runs as a Flask server that
exposes a XMLRPC API, which is GENIv3-compliant. Details on the deployment address, port and endpoint are
provided in "Annex A", used to properly configure peers in RO and MRO.

Following on the recommendaƟons from the Year 2 Review meeƟng, the support for creaƟng inter-island
connecƟons via GRE tunnels in TNRM is under development at the Ɵme of wriƟng this deliverable. This addiƟonal
capability will increase the flexibility of the TNRM in establishing inter-domain connecƟons using different types
of technologies. This is part of the ongoing Year 3 development plans and details of the GRE-support in TNRM
will be outlined in future documents.

3.6 Monitoring System
The Monitoring System (MS) is developed by KDDI and is the FELIX soŌware module that collects the monitoring
data of the resources available or provisioned in the FELIX infrastructure, to later provides it to both users and
administrators. As with RO and MRO, MS can also run in two operaƟon modes: standard MS and Master MS
(MMS).

MS is responsible for themonitoring of each island and aggregate and forward it to theMasterMS. Therefore,
anMS instancemust run per each FELIX island. As forMMS, it provides all monitoring data of FELIX infrastructure,
receiving the aggregate data from the MS in each island. The MS module is deployed in PSNC, i2CAT, AIST and
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KDDI islands; and theMMSmodule is deployed in KDDI. Also, the GUI tool (Expedient's monitoring secƟon) is co-
hosted on the MMS machine and provide the visualisaƟon on the monitoring data to users and administrators.

In order to deploy, the source can be downloaded from themonitoring branch (msjp folder). By following the
instrucƟons available in the module and in the GitHub public wiki page, the MS or MMS module can be installed
in the appropriate domain. First, dependencies are installed and a number of MySQL databases are created.

Two configuraƟon files (mon_api.conf and mon_col.conf ) are provided to be filled by the domain adminis-
trator with the Monitoring API and Monitoring Data Collector, respecƟvely. Those files define configuraƟon data
such as the address and port of MS, connecƟon to its MySQL DB, against the corresponding MMS (currently,
MMS-JP in KDDI) or to the PerfSONAR SequelService to gather metrics of HW equipment through SNMP. Finally,
API and collector services are to be run in daemon mode to allow communicaƟon to MS and to retrieve metrics
from devices, respecƟvely. As menƟoned in some of the FELIX RMs (i.e., CRM, SDNRM and SERM), the informa-
Ɵon on the JSON configuraƟon files for the RMs that is provided in the RO source is then used by theMS collector;
therefore interrelaƟng configuraƟon processes of those RMs with that of MS.

3.7 Public Monitoring
Public Monitoring includes basic status informaƟon about the facility, such as whether the servers and the net-
work connecƟvity areworking as expected. This informaƟon is generally availablewithin the stack in each domain
(i.e. obtained through some of the exposed APIs of the different RMs).

The source for Public Monitoring is available in the GitHub public repository, under the monitoring branch
in a folder named public. The configuraƟon step consists on copying the localseƫngs.py.EXAMPLE into localset-
Ɵngs.py and filling with the appropriate access data to contact the private APIs on the required RMs. Unlike the
Monitoring System, the data is not directly monitored from the resources, which is why the Public Monitoring is
a standalone component not dependent on the Monitoring System and it does not need to be deployed on each
FELIX island.

Since the volume of monitoring data and status informaƟon is minimal, Public Monitoring is performed and
deployed in a centralised manner, from where is linked to the FELIX website to permit public access. The Pub-
lic Monitoring tool runs at the iMinds faciliƟes (http://157.193.215.150:8080/island/<island_name>),
where it periodically polls specific APIs on the different CRM and SDNRM modules that are deployed the moni-
tored domains. This enables retrieving topology and availability informaƟon on some of the hardware provided
by each domain.

3.8 AAA
C-BAS (CerƟficate-based AAA for SDN Experimental FaciliƟes) realises user access control, policy enforcement,
and trust anchor for federaƟon formaƟon.

The source of C-BAS can be found in the C-BAS public GitHub repository under the EICT account. InstrucƟons
on configuring the module are provided in both that repository and in the FELIX GitHub wiki; and mainly corre-
spond to the copy and modificaƟon of JSON files to define domain parameters and URNs, and to the generaƟon
of per-domain cerƟficates.

Each island shall run its local instance of C-BAS so that it can perform a range of AAA related tasks including,
but not limited to user registraƟon, management of user credenƟals, management of slice and project objects
and their membership, logging of user acƟons, etc. C-BAS is currently deployed in PSNC, EICT and i2CAT. In
addiƟon, two master islands (AIST and i2CAT) will maintain C-BAS instances running with a special configuraƟon
which allows them to serve as trusted repository of root cerƟficates for all islands in the FELIX federaƟon. The
deployment of C-BAS in master islands is planned for Y3.

In that sense, and conforming to strict security measures, root cerƟficates of member islands of FELIX feder-
aƟon will be manually configured in themaster C-BAS instances which gets periodically pulled by C-BAS instances
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of federaƟon member islands along with corresponding CerƟficate RevocaƟon Lists (CRLs). A master C-BAS will
periodically pull CRL from its member islands as well as from the other master island, e.g., master island of Eu-
rope pulls CRLs from all islands in Europe and from master island in Japan. This way, adding a new island in the
federaƟon would be as simple as configuring its root cerƟficate in the master islands. The vice versa would hold
for removing an island from the federaƟon.
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4 TesƟng of FuncƟonaliƟes per Component
In this secƟon we present detailed informaƟon on the tesƟng procedures performed for each FELIX soŌware
component to verify its proper behaviour and matching to design and requirements.

The aim of this chapter is not to present in depth the test results, logs or a history of the fixes carried out.
Rather, we aim at describing the sequence of steps followed to verify the coherent operaƟon of a FELIX module.
We deem this informaƟon of higher interest for potenƟal future developers of the FELIX public code base.

4.1 Resource Orchestrator
As previously described, RO is the FELIX component designed to orchestrate the end-to-end network service and
to reserve and monitor the underlying resources through RMs and MS. This module has been developed from
scratch in FELIX project.

The soŌware system can operate in two operaƟonal modes: Resource Orchestrator (RO) per island and Mas-
ter Resource Orchestrator (MRO) per conƟnent. The only difference is the meaning of the resources that it can
manage. Indeed, the RO is connected to the RMs in order to control the physical (i.e. CompuƟng, SDN and SƟtch-
ing) resources of the island in which it is installed. On the other hand, the MRO cooperates with the others ROs
and with the TNRM in order to set-up the inter-islands paths within the conƟnent (i.e. Europe or Japan) realising
the architectural hierarchical approach described in the D2.2 document [3]. This different behaviour is simply
obtained changing some parameters (e.g. mro_enables) of the configuraƟon file of the module. Moreover, set-
Ɵng up a proper list of peers allows the component to acƟvate the dedicated drivers to connect the interworking
modules.

Due to its peculiarity, the (M)RO has undergone a Sandwich TesƟng procedure. That means we had firstly
validated the procedures for the RO component following a BoƩom-to-Up TesƟng approach, using an emulated
test environment with simulated RMs. In this phase, we have verified the basic funcƟonaliƟes of the module, i.e.
i) the compliance to the standard GENIv3 API, ii) the correct internal workflow per each method. AŌer that, we
have deployed an integraƟon test environment composed of the RO and the not-simulated RMs. In this phase,
we have rechecked the previous results and introduced tests for the iii) installaƟon of the stack and iv) security
aspects.

Once the previous points have been proved to work as expected, we introduced the MRO component fol-
lowing a Top-to-Down TesƟng approach. This allows us to verify the communicaƟon between the MRO and the
controlled components (i.e. ROs and TNRM) and to validate the v) correctness of the output parameters of the
northbound API, e.g. expiraƟon dates being returned as dateƟme objects rather than as strings, etc.

4.1.1 Features validated

We broadly categorise those features of (M)RO that are of interest to the FELIX infrastructure as follows:

• Compliance of the (M)RO's northbound APIs with the GENIv3 standard

• Correct internal behaviour for each method exposed by the northbound API

• Correct behaviour for the resource management

• Availability of the (M)RO module and the underlying RMs

4.1.1.1 Compliance of northbound API with GENIv3
Every FELIX soŌware module exposing the GENIv3 API must support the mandatory methods and arguments
detailed in the GENIv3 interface [4], and shall support some of the opƟonal arguments as long as they provide
benefits to the experimenters or are commonly accepted by the third-party tools used by them.
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In Table 4.1 we present the supported GENIv3 methods with an indicaƟon of the arguments and the return
values.

Method Ingress Output
GetVersion

• opƟons (not required) • geni_api

• geni_api_version

• geni_credenƟal_types

• geni_ad_rspec_versions

• geni_request_rspec_versions

ListResources

• credenƟals

• opƟons (e.g. version, available,
compressed)

• adverƟsement RSpec

Describe

• URNs

• credenƟals

• opƟons

• list of slivers (e.g. URN, alloca-
Ɵon/operaƟon status, error)

• manifest RSpec

Allocate

• slice URN

• credenƟals

• request RSpec

• opƟons

• list of slivers

• manifest RSpec

Renew

• URNs

• credenƟals

• expiraƟon Ɵme

• opƟons

• list of slivers (with the new expi-
raƟon Ɵme)

Provision

• URNs

• credenƟals

• opƟons (e.g. bes-effort, end-
Ɵme, users)

• list of slivers

• manifest RSpec
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Status

• URNS

• credenƟals

• opƟons

• list of slivers

PerformOperaƟonalAcƟon

• URNS

• credenƟals

• acƟon (e.g. "start", "stop",
"restart")

• opƟons

• list of slivers

Delete

• URNS

• credenƟals

• opƟons

• list of slivers

Shutdown

• URNS

• credenƟals

• opƟons

• XML-RPC boolean

Table 4.1: Ingress parameters and the output values

The methods and arguments above have all been manually tested throughout several tesƟng stages, and
some of them are automaƟcally tested in a periodic fashion through the F4F-FLS tool [5].

Besides the methods and arguments, the GENIv3 API is based on three different type of Resource Specifi-
caƟon (RSpec data models): the adverƟsement, the request and the manifest RSpecs. The structure of these
XML documents is described in the D3.1 deliverable [6] and schema examples can be found within the mod-
ules/resource/orchestrator/test/delegate/geni/v3/rspecs folder of the FELIX repository [7].

The validaƟon of both the incoming (request) and outgoing (adverƟsement, manifest) RSpecs are compared
and then validated against XML schemas released by the GENI group; ensuring its correct syntax.

With the two validaƟon steps menƟoned above, the (M)RO is fully compliant with the GENI system. This
ensures proper federaƟon with any other GENI-enabled testbed or tool.

4.1.1.2 Correct internal behaviour per method
In this paragraph, we summarise the internal workflow per method from an high-level point of view. It is impor-
tant to note that the (M)RO has a strong relaƟonship with the other components in terms of the exchanged mes-
sages. All thesemessages are printed in the log-file of the process (i.e. modules/resource/orchestrator/log/resource-
orchestrator.log) in a preƩy XML format.

In the GetVersionmethod, the (M)RO fills the XML-RPC structure with the proper values.
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In the ListResourcesmethod, the (M)RO first verifies the user credenƟals and then reads from the MongoDB
[8] database the informaƟon on the nodes and links for the C, SDN, SE and TN resources. At the end, the adver-
Ɵsement RSpec is composed and returned to the client.

In the Describe method, the (M)RO verifies the user credenƟals and retrieves the informaƟon of the slice
composiƟon from the database. Then, it sends the describe command to each involved RMs or ROs. When the
responses are correctly received, it creates the manifest RSpec and the list of slivers merging the output of the
corresponding message. This informaƟon is then returned to the client.

The Renew, Status and PerformOperaƟonalAcƟonmethods are quite similar and we use the same template
for the implementaƟon. In these methods, the (M)RO starts verifying the user credenƟals and reading the slice
composiƟon from the database. AŌer that, it sends the proper command (i.e. Renew, Status or PerformOpera-
ƟonalAcƟon) and, when it receives the responses, only the list of slivers is produced and returned to the caller.

TheAllocatemethod is themost complex implementaƟonwe currently have in the code. AŌer the verificaƟon
of the user credenƟals and the validaƟon of the incoming request RSpec, the (M)RO tries to extend the request
adding the SƟtching EnƟty informaƟon. Here, we use a dedicated pathFinder module that simply lookup the
database in order to fetch the missing resources descripƟon. When the request is completely reformaƩed, the
(M)RO analyses the schema extracƟng the C, SDN, SE, TN secƟons. Each secƟon is then introduced in the allocate
command to the proper RM or RO. At the end, the (M)RO composes the manifest RSpec as sum of the received
responses and fills the list of slivers structure.

TheProvision andDeletemethods are also used to update theMonitoring Systemwith the informaƟon related
to the slice. As usual, the user credenƟals are verified and the slice composiƟon retrieved from the database. A
proper command (i.e. Provision or Delete) is sent to the RMs or ROs. In case of the Provisioning method, the
(M)RO forwards the slice informaƟon to theMS in order to start themetering collecƟon for the involved resources.
On the other hand, in case of the Delete method, the module informs the MS to stop the monitoring acƟviƟes.
The manifest RSpec and the list of slivers are formaƩed and returned.

The Shutdown command is actually not forwarded to any RM or other RO in the system, in order to prevent
the power-off of any part of the FELIX testbed.

4.1.1.3 Correct behaviour for the resource management
Using a client (e.g. OMNI) that supports the GENIv3 interface, the experimenter can easily manage resources, i.e
i) retrieve the list of available devices, servers or nodes in the testbed, ii) reserve a group of resources, iii) check
the status of his/her reservaƟon and iv) release the resources at the end of the experiments.

A correct set of GENIv3 methods should be called to realise these requirements, as briefly discussed here.
The getVersion and the listResources methods can be used to retrieve the XML document (adverƟsement

RSpec) that describes the available resources managed by the (M)RO.
The allocate (with the request RSpec), the provision and the performOperaƟonalAcƟon (with the start pa-

rameter) methods can be invoked to create a reservaƟon and to configure the resources that belong to the slice.
The describe and the statusmethods show the status of the provisioned resources (manifest RSpec).
The performOperaƟonalAcƟon (with the stop parameter) and deletemethods allow to release the resources

that became free and ready for a new reservaƟon.

4.1.1.4 Availability of the (M)RO module and underlying RMs
The (M)RO is deployed in the servers of the FELIX testbed using some scripts that install the modules and their
dependencies automaƟcally. In the same way, other scripts are used e.g. to generate the credenƟals, to con-
figure the modules, to create daemons/services, etc. Basically, the (M)RO is a python FLASK server running on
a configurable port and accessible with proper credenƟals. That means that no parƟcular hardware constraints
are introduced.
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4.1.2 ValidaƟon procedures

The validaƟon and tesƟng procedures carried out to test the funcƟonaliƟes, the availability and the connecƟvity
against the (M)RO have been conƟnuously implemented during both the development and deployment phases
of the project. The following secƟons summarise the used tools and the results.

4.1.2.1 Compliance of northbound API with GENIv3
In order to verify the compliance of the (M)RO northbound interface with the GENIv3 standard, we have used
the OMNI client.

The OMNI client is used to manually call each method validaƟng the received output. It is worth noƟng that
the tests were conducted having a single RM (or RO) as a remote peer of the (M)RO in order to have a simplest
test environment. Moreover, the tests were repeated for every RM (i.e CRM, SDNRM, SERM and TNRM) and for
the RO.

During the tests, we verified that:

• The methods must be concluded with zero errors reported on the screen

• The sliver descripƟon must have a unique idenƟfier for the resource (URN)

• The expiraƟon Ɵme must be reported

• The status of the resource must be as expected

• The manifest RSpec must include the details of the slice reservaƟon

4.1.2.2 Correct internal behaviour per method
We have massively used the log file to validate the correct behaviour per each method of the interface. Using
the OMNI tool, each method of the API was called and the log file deeply analysed. In case of errors, the problem
was reported to the development team.

In order to facilitate this procedure, the colorlogmodule has been introduced, producing different colours for
the different levels, e.g green for debug, blue for info, red for error, etc. Moreover, we have added the Ɵmestamps
and a proper handler for the dumping of the messages.

As result, we have no errors in the normal test condiƟons.

4.1.2.3 Correct behaviour for the resource management
As for the previous case, the log file helped us to verify the correct behaviour for the resource management. We
validated the exchanged messages and the fields of the XML body. Moreover, the status of the resources has
been also checked to verify it was as expected.

The result is that the workflow of the operaƟons is fully supported by the module.

4.1.2.4 Availability of MRO and RO modules and underlying RMs
The connecƟvity to the (M)RO is periodically evaluated, by means of a tesƟng tool whose results are publicly
available in a specific FELIX secƟon at the Fed4FIRE's First-Level Support [5] site.

The monitoring procedure evaluates that the following condiƟons are appropriate:

• ConnecƟvity of the XMLRPC server exposed by (M)RO for every domain that deploys them.

• Validity and matching of credenƟals (X509 cerƟficate and key) exposed by the XMLRPC server: cerƟficates
must be valid and the same across sessions.
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As said before, the tests are performed on a periodic basis. Specifically, connecƟvity tests are run every 5
minutes, whereas asserƟng the validity of cerƟficates and retrieving the heterogeneous resources adverƟsed by
the (M)RO is performed every 10 minutes.

Two methods are called for both RO and MRO: GetVersion and ListResources. Other methods are explicitly
related to the kind of the managed resource and deeply influenced by the internal logic of each RM. Therefore,
the validaƟon procedures are carried out in a per-RM fashion, rather than from the upper layers of RO and MRO.

In this aspect, we have evaluated the possibility to build a consolidated system test in order to validate the
correct resource management through RO and MRO. Some aspects have been highlighted:

• the life cycle of the resources can already be tested through their respecƟve RMs

• tests with more than one resource per Ɵme can add complexity to the tesƟng procedures

• unclear test environment can easily generate confusion on the cause of the error

On the other hand, we admit that a more complex system test would help us to prepare a more resilient and
robust orchestrator.

4.2 SoŌware-Defined Networking Resource Manager
The SoŌware-Defined Networking ResourceManager (SDNRM) is a FELIX soŌware module based on a previously
exisƟng component, called OpenFlow Aggregate Manager (OFAM) and developed under the OFELIA project. As
such, the core funcƟonaliƟes of SDNRM were already tested in that project. In FELIX, the work performed in
SDNRM is related to the extension and bug fixing of its northbound GENIv3 API [4] as well as of some of the
internal submodules in use and which persist the informaƟon of reserved and provisioned FlowSpace rules in the
database and that communicate with the FlowVisor module.

We explain below the validaƟon procedure and detail the tests that have been carried out to validate proper
behaviour and interacƟon with GENI-compliant clients, whether third-party clients (OMNI, jFed) or other FELIX
modules (Resource Orchestrator).

4.2.1 Features validated

We can confirm that the requirements for SDNRM,which were introduced in deliverable D2.2 [3], have beenmet.
Specifically, the following requirements are implemented and work as expected:

• Define the special purpose controller of the testbed, which is previously configured through SDNRM's
management GUI

• Approve or deny the experimenters' requests, also managed through the SDNRM's management GUI

• AuthenƟcate experimenter credenƟals according to a chain-of-trust model

• Allow an experimenter to request a FlowSpacewith a unique controller (unique combinaƟon of IP and port)
and a subset of matching condiƟons to define custom rules on the selected OpenFlow-enabled switches

The northbound API of SDNRM that offers experiments the ability to request resources, as defined in the
latest bullet point, is the main objecƟve of the work carried out on SDNRM for FELIX. Specifically, the extensions,
modificaƟons and bug fixing performed were focused on the correct interoperability of the module with others,
via the SDNRM's northbound API. In order to ensure proper funcƟoning, we divided the validaƟon and tesƟng
phases as follows:

• Compliance of SDNRM's northbound API with the GENIv3 standard

• Correct internal behaviour for each method exposed by the northbound API

• Availability of the SDNRMmodule and its underlying infrastructure
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4.2.1.1 Compliance of northbound API with GENIv3
Having standard northbound interfaces is key for the interoperability between modules. In FELIX, we deemed
convenient to use the GENIv3 API as the northbound interface of every Resource Manager (RM). The wide usage
of this API makes it possible for a module exposing this interface to integrate with any exisƟng compliant client or
federaƟon network, and requiring liƩle development effort to that. Also, a consistent northbound API was much
needed to reduce development efforts on the orchestrator module.

This being said, the exposed API must accept the required methods, the different mandatory arguments
(credenƟals, user keys, expiraƟon Ɵme), and opƟons (geni_best_effort). The API may also allow opƟonal ones
(currently: geni_available, geni_compressed, geni_end_Ɵme; in the future: geni_allocate). The implementaƟon,
subsequent extensions and bug fixing have been performed taking the GENIv3 AM API documentaƟon [4] as the
main reference, whereas the validaƟon has been performed manually through both OMNI and jFed.

4.2.1.2 Correct internal behaviour per method
Whilst not directly responsible for the interoperabilitywith othermodules, the internal behaviour of any Resource
Managermust be sound enough to operate under a combinaƟon of opƟons and of slivers' statuses. The validaƟon
of the proper internal behaviour has been performed bymeans of unit tesƟng. Such tests have helped to validate
the minimum component (methods and funcƟons), internal to SDNRM.

4.2.1.3 Availability of SDNRMmodule and underlying infrastructure
Finally, having a monitored infrastructure helps idenƟfying issues on the connecƟvity and the availability. In
the case of SDNRM, the monitoring is performed at two levels: soŌware (the SDNRM's server and implicitly,
the FlowVisor component) and hardware (the OpenFlow-enabled switches). Therefore, the connecƟvity to the
FELIX SDNRM is periodically tested through a GENIv3-enabled client; whereas the connecƟvity is also frequently
checked against the OpenFlow-enabled switches.

4.2.2 ValidaƟon procedures

4.2.2.1 Compliance of northbound API with GENIv3
The first item on the feature list aƩempts to determine whether the developed API complies with the standard.
The moƟvaƟon of these tests is to pinpoint if there is any lack of features or opƟons, specially those that are
compulsory. The tests were carried out through an automated tesƟngmodule (jFed's automated tesƟng), already
exisƟng in Fed4FIRE, and which can be manually invoked or consulted through the First-Level Support Fed4FIRE
website [5]. Whichever the case, this module performs regular calls to the northbound GENIv3 APIs of SDNRM
and checks that the following items work as expected:

• Mandatory GENIv3 methods are supported by SDNRM.

• Required arguments and opƟons for the aforemenƟoned methods are also supported.

• Correctness and authenƟcity of the connecƟons established with the SDNRM server.

The aforemenƟoned items are tested frequently, in an automaƟc fashion. Specifically, the following tests are
checked:

• Proper return of basic RM informaƟon.

– Tested methods: GetVersion

• Datapaths and ports available for use in each island.

– Tested methods: ListResources

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D4.1
Date of Issue: 01/09/2015 24



FELIX Components ValidaƟon Report

• Proper reservaƟon, provisioning, instanƟaƟon and descripƟon of resources.

– Tested methods: Allocate, Provision, PerformOperaƟonalAcƟon, Describe

• Appropriate instanƟaƟon of the OpenFlow FlowSpace.

The validaƟon of the GENIv3 API is performed in a very similar fashion for every FELIX RM, taking into account
natural differences in the internal behaviour and thus the behaviour on a reservaƟon or provisioning procedure.
All in all, validaƟon is preƩy much the same for all of them and therefore similar secƟons in the rest of the
document will refer to this one for further details.

In SDNRM, two addiƟonal methods are tested in a slightly different way: Renew (to extend the expiraƟon
date of a FlowSpace over Ɵme) and Status (retrieve the status for a number of FlowSpaces). The first feature was
manually tested by using OMNI and jFed clients and validaƟng that the expiraƟon date was effecƟvely extended
(e.g. FlowSpaces would not be automaƟcally un-granted past the original date, but only aŌer the extended Ɵme).
The second feature is internally served through the Describemethod, which is included in the automated tesƟng
through the FLS portal and tools.

The results of these tests are available as a specific secƟon in the FLS Fed4FIRE website. This has been com-
monly used by FELIX developers and infrastructure administrators to ensure proper availability of the resources
in their domain.

4.2.2.2 Correct internal behaviour per method
The correctness of the workflow internal to the SDNRM submodules is also important to show consistent and
robust operaƟon. The validaƟon process is performed here by tesƟng incoming requests, arriving to themanager
and going down to the driver. It also takes into account the returned informaƟon coming from themanager and
going down to the driver. For that maƩer, tests have been automated to ensure a proper internal workflow. Unit
tests for the involved methods can be found in the FELIX repository, located under the corresponding folder [9]
within the ocf branch.

Specifically, theunit tests check the proper retrieval of the informaƟonon thephysical resources (switches/datapaths
and ports), exposed via the ListResources method. The retrieval and parsing of such resources is performed by
the Driver component, which is located at the lowest soŌware layer within SDNRM, therefore is directly placed
above the domain's slicing controller (FlowVisor). In last instance, FlowVisor is considered by SDNRM as a sort of
resource to be managed.

Besides tesƟng the proper adverƟsement of the physical resources, we have implicitly validated the proper
internal behaviour by requesƟng resources manually and through means of the OMNI and FLS tools.

4.2.2.3 Availability of SDNRMmodule and underlying infrastructure
Besides the proper funcƟoning of the exposed methods and its internal processing within SDNRM, we monitor
the availability of both soŌware (connecƟvity to SDNRM) and hardware (switches up and running) resources.

The connecƟvity to the FELIX SDNRM soŌware module is periodically tested through the FELIX secƟon in
the Fed4FIRE's First-Level Support [5] site. On the other hand, the connecƟvity checks against the underlying
virtualisaƟon servers is done through the Public Monitoring, which is available at http://157.193.215.150:
8080/island/<N>, where N can be any FELIX infrastructure, namely "iMinds", "i2CAT", "PSNC", "EICT", "AIST"
or "KDDI".

Availability of management soŌware
The connecƟvity check performed on the SDNRM modules ensures that connecƟons against the RM can be es-
tablished.

• ConnecƟvity of the XMLRPC server exposed by SDNRM at each island.
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• Validity and matching of X509 cerƟficates exposed by the XMLRPC server: cerƟficates must be valid and
the same across sessions.

Tests are performed on a periodic basis. Specifically, connecƟvity tests are run every 5 minutes, whereas
the check of the validity of certs, and the diverse informaƟon of the RM and the available switches and ports is
checked every 10minutes. Finally, the basic life cycle of the resources is tested twice a day, where the reservaƟon,
provisioning, instanƟaƟon and descripƟon (Describemethod) of granted resources are tested.

Availability of data plane
The Public Monitoring module funcƟons as a stand-alone soŌware tool deployed in the FELIX infrastructure. Its
objecƟve is to clearly idenƟfy the availability of the physical infrastructure supporƟng the FELIX SDNRM and CRM
modules. In order to check connecƟvity, the tool communicates periodically with internal APIs offered by the
SDNRM and CRM modules. Among other parameters, the interval of seconds between launches of threads is
configurable, and defaults to 120 seconds.

Upon connecƟon with a given domain, for the case of SDNRM, the Public Monitoring retrieves a detailed list
of OpenFlow-enabled (physical or virtual) switches indirectly managed by SDNRM, and parses the informaƟon
obtained. AŌer interpreƟng the data, the internal database is updated and the website is updated with the new
informaƟon, namely the name of the switch manufacturer and the specific switch model, the internal name and
dpid given to the switch and, finally, the status.

4.3 CompuƟng Resource Manager
Similarly to the SDNRM, the CompuƟng Resource Manager (CRM) is a FELIX soŌware module based on a previ-
ously exisƟng component, called VirtualisaƟon Technology Aggregate Manager (VTAM) and developed under the
OFELIA project. As such, its core funcƟonaliƟes were already tested there. The work in SDNRM performed in
FELIX is related to the extension and the bug fixing of its northbound GENIv3 API [4] and of some of the internal
submodules being used to aƩend the requests coming from the northbound interface.

In the following secƟons we detail the validaƟon and tesƟng procedures carried out to ensure proper inter-
working with GENI-compliant clients, whether third-party clients (OMNI, jFed) or other FELIX modules (Resource
Orchestrator).

4.3.1 Features validated

The main extensions and improvements performed on CRM deal with the proper interoperability of this module
and others via the northbound API of the CRM. To validate its correct funcƟoning, we divided the validaƟon and
tesƟng phases as follows:

• Compliance of CRM's northbound API with the GENIv3 standard

• Correct internal behaviour for each method exposed by the northbound API

• Availability of the CRM module and its underlying infrastructure

4.3.1.1 Compliance of northbound API with GENIv3
As explained previously for the SDNRM validaƟon, exposing standard northbound interfaces is key for the inter-
operability between modules. RMs in FELIX use the GENIv3 API for that maƩer, which ensures easy integraƟon
with other infrastructures and almost direct usage by any client supporƟng GENIv3 API.

The API exposed by CRM must accept the same required methods and arguments and shall accept some of
the opƟonal ones; as described in SDNRM's Compliance of northbound API with GENIv3 secƟon. The validaƟon
of the interface has been carried out in the same way as well.
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4.3.1.2 Correct internal behaviour per method
In the same way as explained in SDNRM secƟon, the internal behaviour of the CRM is verified by means of unit
tests over its methods and funcƟons to assure it can operate under different combinaƟons of opƟons and slivers'
statuses.

4.3.1.3 Availability of CRM module and underlying infrastructure
The availability of soŌware and physical resources is another item to have in mind when it comes to tesƟng. It
is necessary to idenƟfy possible issues with the connecƟvity to the soŌware module or its underlying hardware,
as well as it is important to detect malfuncƟoning hardware. Therefore, the connecƟvity to the FELIX CRM is
periodically tested through a GENIv3-enabled client; whereas the connecƟvity is also frequently checked against
the virtualisaƟon servers.

4.3.2 ValidaƟon procedures

4.3.2.1 Compliance of northbound API with GENIv3
The implementaƟon of this interface and its subsequent extensions and bug fixing was based on the GENIv3
AM API [4] documentaƟon. On the other hand, the validaƟon process must test the support for, at least, the
mandatory methods, arguments and opƟons. During validaƟon, we checked that the following items work as
expected:

• Mandatory GENIv3 methods are supported by CRM.

• Required arguments and opƟons for the aforemenƟoned methods are also supported.

• Correctness and authenƟcity of the connecƟons established with the CRM server.

The aforemenƟoned items are tested frequently, in an automaƟc fashion. Specifically, the following tests are
checked:

• Proper return of basic RM informaƟon (GetVersionmethod) and virtualisaƟon servers available for use in
each island (Listresourcesmethod).

– Tested methods: GetVersion, ListResources.

• Proper reservaƟon, provisioning, instanƟaƟon and descripƟon of resources.

– Tested methods: Allocate, Provision, PerformOperaƟonalAcƟon, Describe.

• Appropriate instanƟaƟon and key contextualisaƟon into the VMs.

However, this does not cover the full set of methods of the API. Two methods are missing: Renew (to extend
the expiraƟon date of a VM over Ɵme) and Status (retrieve the status of one or mulƟple VMs). The first fea-
ture has been manually tested by using OMNI and jFed clients and validaƟng that the expiraƟon date had been
effecƟvely extended (e.g. VMs would not be automaƟcally deleted passed the original date, but only aŌer the
extended Ɵme). The second feature is internally served through the Describe method, which is already covered
by automated tesƟng through the FLS portal and tools.

The results of these tests are available as a specific secƟon in the FLS Fed4FIRE website [5]. Such site is com-
monly used by FELIX developers and infrastructure administrators to ensure proper availability of the resources
in their domain.
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4.3.2.2 Correct internal behaviour per method
The second item seeks to verify the correctness of the internal workflow of requests. That is done by tesƟng
incoming requests that arrive to themanager and traverse all way down unƟl arriving at the driver. It also takes
into account the returned informaƟon coming from themanager and going down to the driver. For that maƩer,
tests have been automated to ensure a proper internal workflow. Unit tests for the involved methods can be
found in the FELIX repository, located under the corresponding folder [10] within the ocf branch.

Looking into detail, the unit tests in CRM look for a proper behaviour/output on the following:

• Management of unique idenƟfiers (URN, HRN) for resources: ensure correct retrieval of the idenƟfiers,
appropriate parsing of authority, slice and sliver enƟƟes, and correct translaƟon of URNs into HRNs and
vice-versa.

• Management of reservaƟons: validate that reservaƟons are assigned the default expiraƟon Ɵme (1 hour)
and ensure proper type handling during the management of the projects and slices.

• AdverƟsing resources: return (un)available servers, return slivers per slice, etc.

• Management of slivers: correctly starƟng, stopping, rebooƟng, deleƟng and renewing resources.

• Internal management: ensure credenƟals are verified correctly, handlers are set up as expected, and re-
source specificaƟons are accurately translated into an internal representaƟon (model) used within internal
components.

The previous tests cover preƩy much the full experimenter life cycle, yet further manual tests have been
performed during the integraƟon phase with the Resource Orchestrator (RO). These manual tests have been
carried out both manually (using a third-party client, such as jFed or OMNI) and also by using the RO to proxy
requests to its managed RMs.

4.3.2.3 Availability of CRM module and underlying infrastructure
Besides the proper funcƟoning of the exposed methods and its internal processing within CRM, we monitor the
availability of both soŌware (connecƟvity to CRM) and hardware (virtualisaƟon server) resources. The connec-
Ɵvity to the FELIX CRM is periodically tested through the FELIX secƟon in the Fed4FIRE's First-Level Support [5]
site. The connecƟvity checks against the required, underlying virtualisaƟon servers is done through the Public
Monitoring, which is available at http://157.193.215.150:8080/island/<N>, where N can be any FELIX
infrastructure, namely "iMinds", "i2CAT", "PSNC", "EICT", "AIST" or "KDDI".

Availability of management soŌware
The monitoring of the soŌware part validates the following:

• ConnecƟvity of the XMLRPC server exposed by CRM at each island.

• Validity and matching of X509 cerƟficates exposed by the XMLRPC server: cerƟficates must be valid and
the same across sessions.

Tests are performed on a periodic basis. Specifically, connecƟvity tests are run every 5 minutes, whereas the
check of the validity of certs, and the diverse informaƟon of the RM and the available servers is checked every
10 minutes. Finally, the basic life cycle of the Virtual Machines (VMs) is tested twice a day. To that end, the tests
issue reservaƟon, provisioning, instanƟaƟon and descripƟon (Describemethod) commands over the CRM. In the
case of CRM, and implicit to the instanƟaƟon process, key contextualisaƟon is performed on the VMs to grant
access to a number of required users.
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Availability of data plane
The Public Monitoring module was already introduced in the secƟon for SDNRM. As menƟoned there, that tool
polls periodically every island for informaƟon on physical resources managed by both CRM and SDNRMmodules.
As for the case of CRM, once the Public Monitoring tool connects to a specific internal API, the Public Monitoring
retrieves a detailed list of virtualisaƟon servers, indirectly managed and contacted by CRM, and parses the infor-
maƟon obtained. AŌer interpreƟng the data, the internal database is updated and the website is updated with
the set of informaƟon, namely the model and internal name given to the server, its RAM, the OS running in the
server (defaults to Debian Squeeze), the virtualisaƟon technique (defaults to XEN), the OS running in the server
and, finally, the availability (up/down) of the server.

4.4 SƟtching EnƟty Resource Manager
The SƟtching EnƟty ResourceManager (SERM) is a component, developed from scratch in the context of the FELIX
project, that parƟcipates in the inter island network provisioning. While the Transit Network Resource Manager
(TNRM) acƟvates the inter-island links the SERM is in charge of interconnecƟng the links (dynamically created by
TNRM or staƟcally by other network tools) with the local SDN island. In fact, this is ensured by the switching rules
configuraƟon (e.g. adding OpenFlow flows) on the switching device (SƟtching EnƟty). The sƟtching concept has
been introduced by the GENI (Global Environment for Network InnovaƟons) iniƟaƟve [11], the draŌ descripƟon
can be found in the "GENI Network SƟtching -- Overview" document [12].

The SERM, like other FELIX modules, offers a similar northbound GENIv3 API. The SERM allows an experi-
menter to request, update and delete sƟtching resources (in fact the switching rules). This module also acts as
an interface between the RO (Resource Orchestrator) and SƟtching EnƟty (switching device), allowing to manage
the laƩer.

4.4.1 Features validated

The features of SERM that are in scope of validaƟon are:

• Compliance of the SERM's northbound APIs with the GENIv3 standard

• Correct internal behaviour for each method exposed by the northbound API

• Correct behaviour for the resource management

• Availability of the SERM module

4.4.1.1 Compliance of northbound API with GENIv3
As for all the Resource Managers in the FELIX soŌware stack, the SERM must support the mandatory methods
and arguments from the GENIv3 interface, as detailed in [4]. The list of GENIv3 methods and arguments that are
supported by every RO and RM is detailed in Table 4.1.

The GENIv3 API is based on three different type of Resource SpecificaƟon: the adverƟsement, the request
and the manifest RSpecs. The detailed structure of the XML documents are presented in the D3.3 deliverable.
The example schemas can be found in the source code at
modules/resource/manager/sƟtching-enƟty/test/delegate/geni/v3/rspecs folder of the FELIX repository.

Each incoming RSpec is compared and then validated against XML schemas released by the GENI group. That
means that the SERM is fully compliant with the GENI system allowing us to provide a federaƟon with the GENI
testbed.
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4.4.1.2 Correct internal behaviour per method
In the same way as in the (M)RO secƟon, the expected effect per method for the SERM is presented. It is im-
portant to note that both components have a strong relaƟonship and the behaviour of each method is very
similiar. Nevertheles, a descripƟon of each method behaviour is also presented in order to provide the specific
details. Furthermore, all the messages are printed in the log-file of the process (i.e. modules/manager/sƟtching-
enƟty/log/sƟtching-enƟty.log) in a preƩy XML format.

The GetVersionmethod fills the XML-RPC structure with the proper values.
In the ListResources method, the SERM first verifies the user credenƟals and then reads from the mongoDB

database the informaƟon on the nodes and links for the SE resources. At the end, the adverƟsement RSpec is
composed and returned to the client.

In the Describe method, the SERM verifies the user credenƟals and retrieves the informaƟon of the slice
composiƟon from the database. Then, it creates the manifest RSpec and the list of slivers merging the output of
the corresponding message. This informaƟon are then returned to the client.

The Renew, Status and PerformOperaƟonalAcƟonmethods have the same behaviour as in the (M)RO.
In the Allocatemethod first the verificaƟon of the user credenƟals and the validaƟon of the incoming request

RSpec is being processed. Then SERM checks in its localmongoDB database if the requested resources (VLANs per
ports) are available to reservaƟon and/or if are not currently reserved by the other reservaƟon. If the resources
are free then SERM allocates them in the database and prepares the manifest RSpec as a list of slivers structure.

The Provisionmethod is very specific for each component. In SERM, first the verificaƟon of the user creden-
Ɵals and the validaƟon of the incoming request RSpec is being processed. Then themethod changes the resource
state in the local mongoDB database in order to allow perform operaƟonal acƟons on them (in fact to allow on in-
serƟng new VLAN translaƟons on the switching devices). The manifest RSpec and the list of slivers are formaƩed
and returned.

Finally, in Delete method first the verificaƟon of the user credenƟals and the validaƟon of the incoming re-
quest RSpec is being processed. Then the VLAN translaƟons rules are being removed from the switching device
and the resources are being released in the local mongoDB database.

4.4.1.3 Availability of SERM
The SERM is deployed in the servers of the FELIX testbed using some scripts that install the modules and their
dependencies automaƟcally. In the same way, other scripts are used e.g. to generate the credenƟals, to con-
figure the modules, to create daemons/services, etc. Basically, the SERM is a python Flask server running on a
configurable port and accessible with proper credenƟals. That means that no parƟcular hardware constraints are
introduced.

4.4.2 ValidaƟon procedures

The validaƟon and tesƟng procedures carried out to test the funcƟonaliƟes, the availability and the connecƟvity
against the SERM have been conƟnuously implemented during both the development and deployment phases
of the project. The following secƟons summarise the used tools and the results.

4.4.2.1 Compliance of northbound API with GENIv3
In order to verify the compliance of the SERM northbound interface with the GENIv3 standard the OMNI client
has been used as a tool for invoking the tested methods.

The OMNI client is used to manually call each method validaƟng the received output. It is worth noƟng that
the tests were conducted having a single SERM in order to have a simplest test environment. Moreover, the tests
were repeated with invoking the methods by the RO

The tests verified that:

• the methods concluded with zero errors reported on the screen
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• the sliver descripƟon had a unique idenƟfier for the resource (URN)

• the expiraƟon Ɵme was reported

• the status of the resource was as expected

• the manifest RSpec included the details of the slice reservaƟon

4.4.2.2 Correct internal behaviour per method
During the tests the log file had been used to validate the correct behaviour per each method of the interface.
Using the OMNI tool, each method of the API was called and the log file deeply analysed. In case of errors, the
problem was fixed by the SERM developers.

The correctness of theVLAN translaƟon rules installaƟonon the switching device hadbeen confirmedbyusing
the Ryu REST API and the method that displays all the OpenFlow rules. In first phase of the tests the soŌware
Open VSwitch has been used as a SƟtching EnƟty. In the next phase the proper VLAN translaƟons on the Juniper
MX80 with the OpenFlow support was also tested.

As result, no errors in the normal test condiƟons occurred.

4.4.2.3 Availability of the SERMmodule
The connecƟvity to the SERM is periodically evaluated, by means of a tesƟng tool whose results are publicly
available in a specific FELIX secƟon at the Fed4FIRE's First-Level Support [5] site.

The monitoring procedure evaluates that the following condiƟons are appropriate:

• ConnecƟvity of the XMLRPC server exposed by SERM for every domain that deploys them.

• Validity and matching of credenƟals (X509 cerƟficate and key) exposed by the XMLRPC server: cerƟficates
must be valid and the same across sessions.

As it was said before, the tests are performed on a periodic basis. Specifically, connecƟvity tests are run every
5 minutes, whereas asserƟng the validity of cerƟficates and retrieving the heterogeneous resources adverƟsed
by the SERM is performed every 10 minutes.

Two methods are called for SERM: GetVersion and ListResources.

4.5 Transit Network Resource Manager
The Transit Network ResourceManager (TNRM) is a newmodule developed from scratchwithin FELIX by AIST. This
module is based on the eiSoil library [13], presented in [14]. eiSoil runs as a Flask server that exposes a GENIv3-
compliant XML-RPC API. TNRM can support various transit network services such as NSI ConnecƟon Service v2
(NSI) [15] and GRE tunnelling. The first implementaƟon supports NSI using the GridARS library, which is one of
the reference implementaƟons of NSI.

The TNRM implementaƟon translates an incoming GENIv3 request into the related NSI request, and sends
it to an NSI aggregator that coordinates the connecƟon of inter-domain NSI-based transit networks. AŌer the
TNRM receives the request result from the NSI aggregator, the TNRM returns the NSI result as a GENIv3 response
to the requester. In the following secƟonswe describe the validaƟon and tesƟng procedures carried out to ensure
proper interworkingwithGENI-compliant clients, whether third-party clients (OMNI, jFed) or other FELIXmodules
(Resource Orchestrator), and an NSI aggregator.
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4.5.1 Features validated

The northbound API of the TNRM, which offers experimenters the ability to request resources, makes it the main
objecƟve of the work carried out within the RMs for FELIX.

The development of the TNRM module focused on its correct interoperability with other components, via
the TNRM's northbound API and the target transit network service API for underlying infrastructure. As in the
case of other RMs, we divided the validaƟon and tesƟng phases as follows in order to ensure proper funcƟoning:

• Compliance of TNRM northbound API with the GENIv3 standard

• Correct internal behaviour for each method exposed by the northbound API

• Availability of the TNRM module and its underlying infrastructure

4.5.1.1 Compliance of northbound API with GENIv3
The TNRM also uƟlises the GENIv3 API as northbound API to facilitate the interoperaƟon between FELIXmodules.
This exposed APImust accept the requiredmethods, themandatory arguments (credenƟals, user keys, expiraƟon
Ɵme), and opƟons (geni_best_effort).

The API exposed by TNRMmust accept the same required methods and arguments and shall accept some of
the opƟonal ones; as described in SDNRM's Compliance of northbound API with GENIv3 secƟon. The validaƟon
of the interface has been carried out in the same way as well, being the only difference in validaƟon the use of a
centralised instance for TNRM, within AIST premises.

4.5.1.2 Correct internal behaviour per method
As for the case of other RMs, the TNRM is not directly responsible for the interoperability with other modules.
However, the internal behaviour of any ResourceManagermust be sound enough to operate under a combinaƟon
of opƟons and of slivers' statuses.

Unit tesƟng was used to validate the minimum methods and funcƟons internal to the TNRM, which corre-
spond with the mandatory methods and arguments of any FELIX RM.

4.5.1.3 Availability of TNRMmodule and underlying infrastructure
Amonitored infrastructure helps idenƟfying issues on the connecƟvity and the availability. However, in the case of
the TNRMthemonitoring of theNSI control plane is performedat theNSI aggregators. Therefore, the connecƟvity
to the FELIX TNRM is periodically tested through a GENIv3-enabled client in the FELIX secƟon of F4F-FLS.

Note also that the NSI-based Transit Network is provided by mulƟple third-party domains external to FELIX
and it is not possible to confirm the end-to-end data plane connecƟvity automaƟcally at this point.

4.5.2 ValidaƟon procedures

4.5.2.1 Compliance of northbound API with GENIv3
In order to verify the compliance of the TNRMnorthbound interfacewith theGENIv3 standard, we used theOMNI
client to manually call each method and validate the received output. We checked that the following items work
as expected:

• Mandatory GENIv3 methods are supported by the TNRM.

• Required arguments and opƟons for the aforemenƟoned methods are also supported.

• Correctness of the NSI connecƟons established with the NSI aggregator.

Specifically, the following tests are checked:
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• Proper return of basic RM informaƟon

– Tested methods: GetVersion

• STPs (Service TerminaƟon Points) available for inter-island connecƟons over NSI networks.

– Tested methods: ListResources

• Proper reservaƟon, provisioning, instanƟaƟon, descripƟon, status, extension of the expiraƟon date and
delete of resources.

– Tested methods: Allocate, Provision, PerformOperaƟonalAcƟon start/stop, Describe, Status, Renew,
Delete.

• Appropriate instanƟaƟon of the requested NSI connecƟon.

4.5.2.2 Correct internal behaviour per method
Again, similar to the other RMs, the correctness of the workflow internal to the TNRM submodules is also impor-
tant to show consistent and robust operaƟon. The validaƟon process performed here tested incoming requests,
arriving at the manager and passed to the NSI aggregator. Any returned informaƟon from the manager and
passed to the NSI aggregator is also accounted for. It is important to note that these methods may fail because
the underlying NSI infrastructure is provided by mulƟple domains external to FELIX that are not necessarily dedi-
cated for the FELIX testbed. This does not indicate that the internal behaviour of the TNRM is at fault, but rather
also serves to demonstrate that the TNRM can correctly pass the informaƟon to the northbound side. Because
of the mulƟ-domain path of NSI networks, these tests have been conductedmanually to ensure a proper internal
workflow using the OMNI tool.

4.5.2.3 Availability of TNRMmodule and underlying infrastructure
In addiƟon to the proper funcƟoning of the exposed methods and the correct internal behaviour within the
TNRM, we monitor the availability of the connecƟvity to the TNRM through periodical tests in the FELIX secƟon
of Fed4FIRE's First-Level Support [5] site.

Themonitoring procedure evaluates that the following condiƟons are saƟsfied and a connecƟon can bemade:

• ConnecƟvity of the XMLRPC server exposed by TNRM at the AIST island.

• Validity and matching of X509 cerƟficates exposed by the XMLRPC server: cerƟficates must be valid and
the same across sessions.

Tests are performed on a periodic basis, similar to other RMs. ConnecƟvity tests are run every 5 minutes. Check-
ing the validity of cerƟficates, the diverse informaƟon of the RM, and the available STPs is performed every 10
minutes. The two methods that are called for the TNRM for tesƟng are: GetVersion and ListResources. Again,
because the NSI-based transit network is provided by mulƟple third-party domains external to the FELIX infras-
tructure, there is no common monitoring system to check for its data plane. As a result, the TNRM in FELIX does
not support data plane monitoring at this Ɵme.

4.6 Monitoring System
Within FELIX we have idenƟfied two types of monitoring: the Monitoring System (or Infrastructure Monitoring,
as named in D2.2 [3]) and the Public Monitoring (or Facility Monitoring in D2.2).

TheMonitoring System deals with the monitoring of the actual resources, either available (physical) or pro-
visioned (within a slice). The Public Monitoring, on the other hand, includes basic status informaƟon about the
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facility, such as whether the virtualisaƟon servers and network devices are up or not, and also whether there is
proper connecƟvity to testbeds and their FELIX soŌware modules.

The required features for the Infrastructure Monitoring have been developed within theMonitoring System
(MS). In a similar fashion to the Resource Orchestrator, the Monitoring System can work either as a Master MS,
in the upper layer; or as normal, single-domain MS (intermediate layer).

The Monitoring System collects the different types of informaƟon defined in D2.2 [3] for the Infrastructure
Monitoring, that is: i) the resources available and adverƟsed by each facility (that is, physical resources and
topology), and ii) a subset of such available resources, which are provisioned to the experimenter (that is, slice
resources). The Monitoring System also collects metrics informaƟon from these physical resources (compuƟng
nodes and network devices) that have been granted to a specific experimenter.

In order to obtain the informaƟon of the physical topology, the MS and MMS contact RO and MRO, respec-
Ɵvely. Given that RO is the entry point for resource request to any island or domain, the ROmaintains an overview
on the managed resources. Any other physical informaƟon that is not obtained through the managed RMs is re-
trieved from the configuraƟon files, available per domain and which must be previously filled by the domain's
administrator. With all this informaƟon available, RO retrieves the physical informaƟon, then parses it to comply
with the specific schema expected by MS. Finally, it posts such informaƟon to a specific REST API endpoint ex-
posed by theMS. Similarly, MRO obtains such data from RO and aggregates the informaƟon, which will be posted
to the MMS.

Finally, to obtain the resources provisioned by a user in a given slice, the RO is again intercepƟng the experi-
menter's request and pushing a properly formaƩed XML document with the requested topology and resources,
with details such as management informaƟon for each resource (so the MS is able to access them for retrieving
metrics), name of the slice and the user, Ɵme-stamp with the last Ɵme this informaƟon was retrieved, etc. The
MS shall evaluate the correctness of the received informaƟon and store it on its internal database. When a user
accesses the Expedient GUI, the user will be able to see both the requested resources for a given slice, as well as
every resources available.

In the following secƟonswewill explainwhich design requirements or features have been validated, and how.

4.6.1 Features validated

We broadly categorise those features of MS and MMS that are of interest to the FELIX infrastructure as follows:

• Correct behaviour of the MS API defined in FELIX project

• Correct internal behaviour for each endpoint exposed by the MS API

• Availability of the MMS and MS modules and the underlying components

4.6.1.1 Correct behaviour of the MS API defined in FELIX project
We defined the MS API so as to interact with other enƟƟes (GUI, MMS, MS and RO) for the monitoring of FELIX
infrastructure. In Table 4.2 we present the endpoint with an indicaƟon of the ingress informaƟon and the output
values.

Endpoint Method Contents Returns
hƩp://<island_IP>:8448/topology/ GET List of all registered

topology
hƩp://<island_IP>:8448/topology/ POST Topology
hƩp://<island_IP>:8448/topology/physical/ GET Physical Topology
hƩp://<island_IP>:8448/topology/slice/<sliceID> GET Slice Topology
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hƩp://<island_IP>:8448/monitoring/<RM> POST Monitoring
Data

hƩp://<island_IP>:8448/monitoring/<RM>/physical/ GET Monitoring Data of phys-
ical resources

hƩp://<island_IP>:8448/monitoring/<RM>/slice/ GET Monitoring Data of re-
sources provisioned for
the slice

Table 4.2: MS API endpoints with an indicaƟon of the arguments
accepted and the return values

The API handles the two types of data accepted through the API:

• Topology describes the topologies of the physical FELIX infrastructure and also of the slice provisioned by
the users.

• Monitoring is the actual monitoring data (metrics) of resources. We already described the structure of
such XML documents in [16]. The example data document are also provided.

The incoming and outgoing XML schemas are properly validated against the agreed schemas, defined for
interoperaƟon with MS and MMS. InformaƟon errors on parsing can be found in various log files, filled up by the
Monitoring Service.

4.6.1.2 Correct internal behaviour per endpoint
In this secƟon, we summarise the internal workflow associated with each endpoint, from a high-level point of
view.

• /monitoring-system/topology endpoint: (M)MS generates XML structures with all registered topology in-
formaƟon (both for physical infrastructure and slice), when the endpoint is accessed through HTTP's GET
method. When some topology informaƟon is provided to the endpoint (HTTP's POSTmethod), (M)MS first
verifies the XML schema and parses it to extract the expected data; then save the topology informaƟon
to the SQL database. In the event of invalid or incomplete data, errors are both wriƩen in the log and an
error message is provided as result.

• /monitoring-system/monitoring/<RM> endpoint: (M)MS first verifies the XML schema and parses it, then
save the Ɵme-series monitoring data of each Resource Manager (i.e. RM, SDNRM, SERM and TNRM) to
the SQL database. When the endpoint is accessed by an HTTP GET method (specifically, /monitoring-
system/monitoring/<RM>/physical) and sliceID, (M)MS search the monitoring data of the FELIX infrastruc-
ture resources related to the specified slice from the database and returns the XML structure with the
data to the client, if available. When the /monitoring-system/monitoring/<RM>/slice endpoint is accessed,
(M)MS looks up the database for the monitoring data of the allocated resources (for the specified slice),
to finally return the XML-formaƩed informaƟon with the metrics to the client.

4.6.1.3 Correct internal behaviour with other components
MS collects the monitoring data by interacƟng with third-party monitoring tools that retrieve measurements
directly from the physical hardware, server and network equipment. We use the following tools at this point:

• perfSONAR: widely deployed in the Research and EducaƟon Network as measurement tool, is used for the
monitoring of network equipment.
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• Zabbix: common monitoring tools for server, is used for the servers.

• NSImonitoring: proprietarymonitoring tools for NSI, is used for the statsmonitoring of theNSI connecƟon.

4.6.1.4 Availability of MMS and MS modules and underlying components
The availability of the MS API can be checked by other monitoring tools (such as the visualisaƟon tool, extended
for monitoring purposes), yet the focus of the availability checks is prominently focused on the modules that
manage resource and request management.

4.6.2 ValidaƟon procedures

The validaƟon and tesƟng procedures carried out to test the funcƟonaliƟes, the availability and the connecƟvity
against the (M)MS have been conƟnuously implemented during both the development and deployment phases
of the project. The following secƟons summarise the used tools and the results.

4.6.2.1 Correct behaviour of the MS API defined in FELIX project
In order to verify the behaviour of the MS API, we have used the CURL client (commonly used as a client tool for
REST APIs), so as to manually call each API and validate the received output. Specifically, we checked that the
following items work as expected:

• The methods in the API must conclude its operaƟon without any errors

• All topology and monitoring data posted through the API must be properly evaluated and saved correctly
into the database

• The proper data must be returned in response to the request from client

• The returned data must be correct according to the defined XML schema

4.6.2.2 Correct internal behaviour per endpoint
Wehavemassively used the log file to validate the correct behaviour per each endpoint of the API. Using the CURL
client, each API was called and the log file was deeply analysed. In case of errors, the problem was reported to
the development team.

In order to invesƟgate in more detail, the MS outputs more detail log when it runs debug mode. As a result,
we have no errors in the normal tesƟng condiƟons.

4.6.2.3 Correct internal behaviour with other components
The monitoring data retrieved from third-party monitoring tools is saved to the SQL database through the MS
API. We have checked the consistency using data of third-party monitoring tools and verified that correct data is
stored in the database. In addiƟon, the developed visualisaƟon tool can be used to check the availability of the
monitoring data.

4.6.2.4 Availability of MS and MMS modules and underlying components
We canmonitor the availability ofMS by checking the HTTP service, since API is served via web. Somemonitoring
tools, such as Zabbix, can be used for that as well; but we do not use those at this moment.
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4.7 Public Monitoring
Inside the Public Monitoring (or Facility Monitoring), we divided the tasks it performs in two, according to their
scope:

• TesƟng availability of soŌware modules

• TesƟng connecƟvity of hardware devices

The first one is covered by the First-Level Support site used at Fed4FIRE [5]. This has been possible aŌer due
integraƟon with the FELIX SWmodules. Finally, the second check is performed within the Public Monitoring tool,
which provides status and other detailed informaƟon in the form of a separate, public website.

4.7.1 Features validated

We broadly categorise those features of Public Monitoring that are of interest to the FELIX infrastructure as fol-
lows:

• Correct behaviour of monitoring soŌware modules.

• Correct behaviour of monitoring hardware connecƟvity.

• Availability of the Public Monitoring modules.

4.7.1.1 Correct behaviour of monitoring soŌware modules
In this paragraph, we summarise the internal workflow monitoring soŌware modules from a high-level point of
view.

The desired soŌware component to be monitored is registered within the database, storing the necessary
parameters to generate a correct call to the soŌware component. Those components are a subset of FELIX RMs
and are described in the secƟons above.

The main page shows an overview of the general status of the different soŌware components deployed on
each island with the informaƟon of the last running tests. Each test call is executed every 5 min and the informa-
Ɵon is stored and kept as a historic archive on the database to keep track of the availability.

4.7.1.2 Correct behaviour of monitoring hardware connecƟvity
We defined an endpoint for a web service that returns a formaƩed HTML webpage with the general overview of
the island connecƟvity. In Table 4.3, the URI format is presented:

Endoint Method Arguments Returns
http://157.
193.215.150:
8080/island/<name>

GET name = {"iMinds",
"i2CAT", "PSNC", "EICT",
"AIST", "KDDI"}

List of resources within a
given island

Table 4.3: Public Monitoring web service URI

4.7.1.3 Availability of Public Monitoring modules
The Public Monitoring tool is soŌware a standalone component. As such, it can be installed on any physical or
virtual machine without introducing any parƟcular hardware constraints. To access the interface of the Public
Monitoring, an HTML standard browser can be used. In case of unavailability, an error message is displayed to
the user.
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Also, it is possible to use third-party web monitoring tools to monitor the availability of the service.

4.7.2 ValidaƟon procedures

This secƟon explains the validaƟon procedures carried out to test the correct behaviour of the Public Monitoring.

4.7.2.1 Correct behaviour monitoring soŌware modules
The Public Monitoring for soŌware modules is an integraƟon from Fed4FIRE where unit tests are used to validate
the behaviour of the core funcƟons. Specific configuraƟons inside FELIX project are verified using manual tesƟng
to ensure test requests have the correct parameters. Figure 4.1 shows the main page of the Public Monitoring
with the status of different tests performed for each module.

Figure 4.1: Public Monitoring

4.7.2.2 Correct behaviour monitoring hardware connecƟvity
Manual tesƟng is mainly used to check the correct performance of the monitoring connecƟvity. AcƟvity is reg-
istered using log files, in case problems or bugs appear is possible to trace the problem. Figure 4.2 shows an
overview of a FELIX island with a schema of the deployed components and the status of its infrastructure.

4.7.2.3 Availability of Public Monitoring modules
It is possible to monitor the availability of Public Monitoring by checking the HTTP, as it is provided through a web
server. Some monitoring tool such as Zabbix or other third-party web monitoring tool can be used for that.

4.8 AAA
The AAA services in FELIX are provided by the C-BASmodule, which implements an extended version of Common
FederaƟon API [17]. The user access to FELIX infrastructure is possible through three popular user-agents namely
OMNI [18], jFed [19] or Expedient [20]. The following subsecƟons explain how the implemented features of C-BAS
have been validated.
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Figure 4.2: Hardware monitoring

4.8.1 Features validated

• Compliance with Common FederaƟon API

• Correct internal behaviour per method

• CompaƟbility with OMNI

• CompaƟbility with jFed

• IntegraƟon with Expedient

• Availability of Clearinghouse module

4.8.1.1 Compliance with Common FederaƟon API
C-BAS is fully compaƟble with the Common FederaƟon API, purposed by GENI [21] and FIRE [22]. This makes
C-BAS a pluggable clearinghouse that can be accessed through popular user-agents, like OMNI, jFed and so on.
Moreover, compliance with the Common FederaƟon API simplifies the task of federaƟng FELIX islands with other
GENI/FIRE islands.

Table 4.4 gives an overviewof fewmethods fromCommonFederaƟonAPIs. In general there are fourmethods
(create, update, lookup and delete), which can be executed on five types of objects (slice, sliver info, project,
member and key) with the appropriate arguments.

In addiƟon, C-BAS also supports slice/projectmember services through APImethods, which are listed in Table
4.5. Arguments within parenthesis are opƟonal.
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4.8.1.2 Correct internal behaviour per method
Before execuƟng any requested operaƟon, C-BAS must perform a number of checks to validate the request. This
includes authenƟcaƟon and authorisaƟon, sanity checks on passed argument values as well as scruƟny of ar-
guments to circumvent malicious acƟons. If any of the aforemenƟoned checks fails, the method execuƟon is
aborted and an error message is returned to the caller. Here follows a list of methods, along with the measures
taken before their execuƟon.

• create: When creaƟng an object, the idenƟty of the caller and its privileges must be verified. Passed
arguments must be checked against the allowed and required arguments for the create method. AŌer
this, a lookupmust be performed to ensure that the requested object does not already exist in the system.
When creaƟng a slice, reuse of a name is allowed only if the previous slice with the same name has expired.

• update: To authorise an update method call, the caller must be a member of the object with sufficient
privileges (e.g., member of a project) or the object must belong to the caller (e.g., SSH key of a member).
Only certain fields of an object can be updated aŌer its creaƟon, e.g., username of a member cannot be
modified. If the passed arguments are allowed to modify, a lookup must be performed to check if the
requested object exists, aŌer which the actual update can be performed.

• lookup: Lookup call should not require any authorisaƟon. This is because only public informaƟon about
the objects and members is stored at C-BAS. However, care must be taken that internal informaƟon of
C-BAS (like database IDs) must not reveal to the caller.

• delete: This method call must be supported only for sliver info, project and key objects. Slice objects must
not be deleted because there is no authoritaƟve way to know if all slivers belonging to that slice have
been released. Similarly, system member objects cannot be removed: instead, their membership can be
suspended through cerƟficate revocaƟon process. An authenƟcaƟon and authorisaƟon mean must be
provided by the caller to execute this method.

• modify_membership: Thismethod is called to add/remove slice/projectmembership. In addiƟon, amem-
ber role can also bemodified using thismethod call. When requesƟngmember rolemodificaƟon, the caller
must provide credenƟals with sufficient privileges. AddiƟonal check must be performed to ensure that
method execuƟon would not result in the removal of a member with LEAD role who is principal contact
for a slice/project.

• lookup_members, lookup_for_members: These lookup methods provide public informaƟon about the
memberships of slice and projects and can be called without providing any credenƟals. However, the
lookup must be performed with given match criterion and results must be filtered according to provided
filters.

4.8.1.3 CompaƟbility with OMNI
Among others APIs, OMNI also supports the Common FederaƟon API; which makes it compaƟble with the C-BAS
clearinghouse. Hence, by configuring some parameters such as the experimenter's cerƟficate & key or the access
IP address & port number of C-BAS, the command line interface of OMNI can be used to interact with C-BAS, as
well as to setup and execute experiments in FELIX test-beds. This way, OMNI has also served as a tesƟng tool for
C-BAS.

4.8.1.4 CompaƟbility with jFed
jFed is a GUI-based user agent developed within Fed4FIRE project. Like OMNI, jFed also supports the Common
FederaƟon API and therefore has full compaƟbility with C-BAS.
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4.8.1.5 IntegraƟon with Expedient
Expedient, a GUI-based user agent inherited from FP7 OFELIA, has its own integral standalone clearinghouse. As
Expedient contained all authenƟcaƟon and authorisaƟon procedures internally, it offers no interface to interact
with a external clearinghouse like C-BAS. Consequently, Expedient has been enhanced within FELIX to enable its
communicaƟon with C-BAS, as a subsƟtute, external clearinghouse.

As a result, experimenters are facilitated with GUI-based front-ends, Expedient among them; while in the
back-end C-BAS methods are called by Expedient to fetch credenƟals, store/lookup objects like slice, project,
keys etc. When interacƟng with C-BAS, Expedient prints all debug informaƟon onto a dedicated log file that can
be checked in case of problems. Moreover, front-end of Expedient also displays user friendly error messages if a
user acƟon results in an unexpected behaviour.

4.8.1.6 Availability of Clearinghouse module
C-BAS is a soŌwaremodule that provides access to its interface through a Python Flask Server. Being a standalone
component, it can be installed on any physical or virtual machine without introducing any parƟcular hardware
constraints [23].

The availability of C-BAS access interface is monitored by Expedient and in case of unavailability, an error
message is displayed to the experimenters and the island administrator.

4.8.2 ValidaƟon procedures

This secƟon explains the validaƟon procedures carried out to verify the correct behaviour of C-BAS.

4.8.2.1 Compliance with Common FederaƟon API
The compliance check of C-BAS with the Common FederaƟon API was performed through unit tests, which are
part of C-BAS repository. The unit tesƟng runs approximately 200 tests to verify various aspects for compliance.
For example, it is checked whether:

• All mandatory funcƟons have been implemented

• All implemented funcƟons behave according to the API specificaƟons

• Data type of passed method arguments are as expected

• InformaƟon of members, slices, slivers, and projects is correctly stored

• Appropriate error message is returned if a method is called with invalid or wrong number of arguments

• Returned values of all method calls are of correct data type and have expected values

• Proper authenƟcaƟon and authorisaƟon is performed for operaƟon requiring data modificaƟon

• Member roles and associated privileges are enforced when performing authorisaƟon

• Privilege delegaƟon works as expected

• C-BAS's internal or user private informaƟon is not revealed to the outside world

• Data integrity is maintained aŌer operaƟons involving database modificaƟon

• Access interface of C-BAS remains available despite any invalid method calls or internal errors

• CRL is maintained in up-to-date state

The units tests are run automaƟcally for each commit to C-BAS repository through Travis CI [24].
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4.8.2.2 Correct internal behaviour per method
The correct internal behaviour has been mainly verified through the unit tests described above. In addiƟon, we
manually checked C-BAS database tables and log files to perform a control on internal behaviour.

4.8.2.3 IntegraƟon with Expedient
The validaƟon of Expedient's interface with C-BAS was mainly performed manually. We monitored Expedient
and C-BAS error log files and followed several cycles of creaƟng a new member, downloading its cerƟficate and
key from Expedient, using aforemenƟoned informaƟon to log onto Expedient, creaƟng project, creaƟng slices,
accessing slice credenƟal, adding or removing members to project, updaƟng member SSH keys, updaƟng project
and slice informaƟon, deleƟng project object. The successful execuƟon of aforemenƟoned tasks validated the
interface between C-BAS and Expedient.

4.8.2.4 CompaƟbility with OMNI
The compaƟbility of C-BAS with OMNI has been validated through unit tests. These automated tests instruct
OMNI to execute all those commands where clearinghouse is directly or indirectly involved. These commands
include:

• get_ch_version

• listresources

• createslice

• getslicecred

• renewslice

• print_slice_expiraƟon

• listslices

• listslivers

• listslicemembers

• listprojects

• listprojectmembers

• listmykeys

The unit tests also check response of these commands for consistency and report any encountered error.

4.8.2.5 CompaƟbility with jFed
The compaƟbility of C-BAS with jFed is mainly tested using the unit test that come shipped with jFed. These unit
tests, grouped into Slice Authority Tests and Member Authority Tests, execute a number of Common FederaƟon
API calls and analyse return values. These tests include:

1. Slice Authority Tests

• getVersion

• getTestUserCredenƟal

• getTestUserInfo
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• retrieveCredenƟalSomehow

• createProject

• findProjectToUseInTests

• lookupProjectsByNameNoFilter

• createSlice

• lookupProjectsByUrnNoFilter

• updateProject

• getSliceCredenƟals

• lookupProjectsNoFilterAŌerUpdate

• lookupSlicesNoFilter

• updateSlice

• lookupProjectMembers

• lookupSlicesNoFilterAŌerUpdate

• lookupProjectsForMember

• lookupSliceMembers

• modifyProjectMembership

• lookupSlicesForMember

• modifySliceMembership

• lookupSliverInfoNoFilter

2. Member Authority Tests

• getVersion

• getTestUserCredenƟal

• retrieveCredenƟalSomehow

• lookupMemberInfoEmptyFilter

• lookupMemberInfoEmptyFilterWithMatchList

• lookupMemberInfoNoFilterWithMatchList

• lookupMemberInfoNoFilter

• lookupPublicMemberInfoFiltered

• lookupIdenƟfyingMemberInfoFilteredWithMatchList

• lookupPublicMemberInfoFilteredWithMatchList

• lookupIdenƟfyingMemberInfoFiltered

• createKey

• lookupKeysNoFilter

• updateKey

• lookupKeysNoFilterAŌerUpdate

• deleteKey

• lookupKeysNoFilterAŌerDelete
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5 ValidaƟon Tools
Several tools have been used to validate the developed components. Some are used specifically for the validaƟon
of the code or the funcƟonaliƟes while others are used for the deployment and allow the validaƟon as another
feature.

5.1 OMNI
The main validaƟon tool to test the funcƟonaliƟes of most of the modules has been OMNI. OMNI is a command
line user agent developedwithin GENI project which allowsmanually calling GENI commands to an AM and check
the received output. By analysing this output, the compliance of AM northbound API with GENIv3 can be tested
to assure the correct communicaƟon with other modules and federated islands. These commands also allow
performing unit tests of each method of the module to check its internal behaviour correctness.

OMNI has been used to test all the modules that must be GENIv3 compaƟbles (RO, SDNRM, CRM, SERM,
TNRM and AAA).

5.2 jFed
jFed [19] is a new GUI tool lately introduced in the FELIX project and presented in [25]. Since jFed is the GUI that
experimenters will use to manage FELIX experiments, it has been used as a test tool. FELIX allows ediƟng RSpecs
and check the results of running them through different logs and XML responses.

5.3 Public Monitoring
Similar to jFed, the public monitoring system is a tool to allow experimenters check the status of the AMs of
the different islands in order to know their availability for the experiment. Once validated that the tool works
correctly, the public monitoring system can be, and has been, used as a validaƟon tool since it keeps performs
periodic connecƟvity and login tests and keeps logs of each test. These logs include for each method call its
request and response XML RSpecs, making it a very useful tool to check why an RM has failed.

5.4 Jenkins
Although not a validaƟon tool per se, Jenkins [26] is an applicaƟon that allows automaƟng tasks. In FELIX, we have
used it as a ConƟnuous IntegraƟon server to perform both automaƟng deployment and validaƟon procedures.
We have defined automated jobs to evaluate the code and perform some unit tesƟng, and we are working on
others such as the automaƟc merging of different branches to integrate into the master one.

Figure 5.1 shows themain page of Jenkins, showing the public list of taskswith the last build status (pass/fail),
the last success and failure (whether the process succeeded or failed, Jenkins keeps a register of the last execu-
Ɵon) and finally, the Ɵme required by it, which helps detecƟng stalled processes, either due to some incorrect
command or configuraƟon, or a problem in a physical device.

AŌer the Y2 review, the validaƟon tasks were also added to Jenkins. For this, Jenkins was extended with the
Pylint plug-in in order to provide extra analysis to that of SonarQube (described below). Here, Pylint checks for
errors on the Python code, dead code (imports, unused variables, etc) or deviaƟons from the standard style guide
(here, PEP8 [27] is used).

Thanks to its explicit locaƟon of the warning, it is easy to address problems. For instance, this is a warn-
ing line provided in the Jenkin's Console Output aŌer an inspecƟon on code used by RO: "/opt/felix/resource-
orchestrator/modules/resource/orchestrator/src/extensions/geni/pgch.py:31:[E] 'dateƟme' imported but unused".
This error corresponds to third-party code, where a Python module is imported but not used. A great number of
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Figure 5.1: Jenkins main page with list of tasks

Figure 5.2: Jenkins page for validaƟon of RO code, using Pylint
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the violaƟons reported by Pylint were addressed aŌer Y2's review, as it can be observed in the chart on the right
side of Figure 5.2.

Figure 5.3: Jenkins page of an early deployment and unit test on RO

Finally, we have also used Jenkins to perform automaƟc deployment aŌer every new push to the shared
repository, and then to run unit tests. AŌer some Ɵme, whoerver, we disabled this task, as the unit tesƟng we
were performing was already carried out through other tools (Fed4FIRE's FLS monitor). In any case, Figure 5.3
shows an screenshot of an early deployment of the RO and one of the unit tests on its northbound API, which is
now performed in a different way.
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5.5 SonarQube
Though the main aim of the FELIX validaƟon stages is on checking the validity of the funcƟonaliƟes, we have also
dedicated some effort on keeping the quality and simplicity on the code so as to minimise future errors due to
unexpected behaviour or difficulty of maintenance.

In this sense, SonarQube [28] is an open plaƞorm to keep an eye on the code quality (e.g., compliance to
standards, e.g. PEP8, and the code simplicity, or even its branch coverage). In FELIX, an instance of SonarQube
has been installed to check several aspects of code quality: complexity, duplicaƟons of lines, comments, coding
rules, etc.

Figure 5.4: SonarQube main page

Through proper and manual configuraƟon of each project (in this case, we have set up a project per FELIX
soŌware module, though someƟmes there may be more than one project per module), SonarQube can be trig-
gered to perform inspecƟon on the FELIX source. The triggering is automaƟcally performed through Jenkins,
upon code is commiƩed. The main page of the tool, with graphical diagrams and charts on no. classes, issues or
the list of the available projects, can be seen in Figure 5.4.

AŌer Y2 review, the list of projects in SonarQube was also increased, as well as the list of metrics to be shown
per project and the configuraƟon per project was improved to only account for the code developed within the
FELIX project and draw a specific line for improvements. ThereaŌer, some of the reported issues have been
addressed either through the analysis performed by tasks in Jenkins or SonarQube. Figure 5.5 shows the project
page for the RO source code, featuring the number of issues and the esƟmated technical debt to solve them; an
analysis of the complexity per Python funcƟon, class and file; a percentage on the duplicated lines.
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Figure 5.5: SonarQube page with analysis on the RO source
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6 Conclusions and Summary
In order to provide a reliable set of components, the FELIX project has adopted a set of measures to deploy and
validate the funcƟonaliƟes and intercommunicaƟon of each component. Methodologies and tools help to this
task.

In this documentwe presented details on the status of the deployed FELIX components at the different islands
or domains, and how their funcƟonaliƟes were successfully tested. Summing up, the main test for the different
Resource Managers was their compliance with GENIv3 and the correct internal behaviour. For these tasks, the
OMNI CLI and jFed (and, therefore also F4F-FLS) were the main tools used for both manual and automaƟc tesƟng
via GENIv3 calls.

Finally, other interesƟng validaƟon procedures that have been performed in parallel to development refer
to the assessment of the code quality, as it is an aƩempt to produce coherent, easy to debug and long-term
lasƟng code. The main validaƟon tools used to integrate and check code quality were the open source tools
called Jenkins and SonarQube, which have been briefly described in the last secƟons of this document.
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