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Slice Monitoring

Abstract
This document details the monitoring system for the slice which is composed of heterogeneous resources in the
FELIX Federated Framework. An overview of the design and implementaƟon for the Monitoring Systemmodules
is given; as well as explaining their key internal and inter-communicaƟon workflows.
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Slice Monitoring

ExcecuƟve Summary
Deliverable D3.2 explains the Monitoring System (MS), which is aimed at retrieving metrics from the slices in
the FELIX Federated Framework. This document comprises the design and implementaƟon details of the MS
module, its internal components and other Monitoring Tools, as well as a brief explanaƟon on how do some
specific third-party Monitoring Tools work. It also contains informaƟon on the deployment to be performed by
the administrator, as well as the common set of operaƟons performed by theMS. This document is part of a set of
deliverables that describe the implementaƟon and design, deployment and operaƟon. In this aspect, D3.1 can be
read for beƩer understanding how the CompuƟng Resource Manager (C-RM) and SoŌware-Defined Networking
Resource Manager (SDN-RM) work and how the Resource Orchestrator (RO) retrieves part of the monitoring
metrics; while D3.3 and D3.4 can be consulted for inter-domain networking and the end-user interfaces and
tools, respecƟvely.

We introduce first the concepts and definiƟons common to the different modules and tools taking part in the
monitoring process. AŌer that we explain the design and implementaƟon of the MS and Monitoring Tools and
finally, guidelines are provided for the deployment, configuraƟon and operaƟon of the MS module and some of
the Monitoring Tools used by some components of the MS.

This document is addressed to soŌware architects, soŌware and network engineers, soŌware developers
implemenƟng specific features of the MS and also system administrators.

Project: FELIX (Grant Agr. No. 608638)
Deliverable Number: D3.2
Date of Issue: 30/01/2015 7



Slice Monitoring

1 IntroducƟon
In the FELIX Federated Framework, a slice is created from a set of heterogeneous resources, each properly pro-
visioned through their RMs and scaƩered among a number of islands. In such an environment, it is not easy to
idenƟfy the source of a problem (for instance a resource on a given island) in order to promptly solve it; and that is
so because each resource is individually monitored within its island's Monitoring System. Furthermore, the mon-
itoring of the physical equipment is not enough; as there are resources of the slice that are being dynamically
generated by the experimenter and whose status must be tracked as well.

The Monitoring System (MS) in the FELIX Framework supports the monitoring of such dynamically provi-
sioned resources by cooperaƟng with the Resource Orchestrator (RO), that is the module that intercepts the
experimenter requests and steers them to the appropriate Resource Manager in order to plan, allocate, provi-
sion and manage the resources.

In the FELIX Framework, the MS is deployed per island, where it performs a number of tasks. Specifically, it
periodically retrievesmonitoring data of the FELIX infrastructure (through theMonitoring tools, further explained
in following secƟons) and it shall also receive slice and physical topology informaƟon periodically from the RO.
TheMS adopts a hierarchical structure in amanner that 1) the slice and physical topologies data is aggregated per
island and sent from each RO to its Master RO (MRO), which is located in the upper layer; and 2) the monitoring
data is aggregated per island and sent from MS to Master MS (MMS). Once the informaƟon is aggregated into
the modules of the upper layer, the FELIX Framework can access all the monitoring data of the slice, as well as
the informaƟon of the physical topology. This informaƟon covers different islands and can now be interpreted
and used for providing informaƟon to the experimenter and administrator of each testbed through the available
Monitoring GUI.

Figure 1.1: Flow of informaƟon in the Monitoring System

Figure 1.1 features a typical flow of informaƟon between the modules related to the MS. Each flow corre-
sponds to a specific step:

1. (M)MS obtains both slice and physical topology informaƟon

Project: FELIX (Grant Agr. No. 608638)
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Slice Monitoring

• InformaƟon of the slice resources and the slice and physical topology is needed by (M)MS.

• MS retrieves informaƟon from RO (lower layers):

(a) RO to retrieve this informaƟon from its RMs and examining users' requests.
(b) RO pushes such informaƟon to MS.

• MMS retrieves informaƟon from MRO (upper layers):

(a) MRO to retrieve aggregated informaƟon from its underlying ROs and examining users' requests.
(b) The informaƟon is pushed from each RO to MRO, as specified by the grey lines in Figure 1.1.
(c) MRO pushes such informaƟon to MMS.

2. MS iniƟalises the monitoring process

• Monitoring data starts to be retrieved, based on events and informaƟon pushed by RO.

3. MS forwards or aggregates monitoring data to MMS

• Monitoring data consists of metrics per resource, typically measured from 3rd party applicaƟons.

• MS per island forwards or aggregates the monitoring data to MMS.

• MMS stores all monitoring data coming from subordinate MS.

4. Monitoring data exchanged between MMS

• MMS exchanges its monitoring data with other MMS.

• As a result, MMS are synchronised and keep all monitoring data for slices and infrastructures.

5. MS provides monitoring data to experimenters

• MS/MMS provides its monitoring data through a specific API and the Monitoring GUI.

• Scope of the data:

– MS provides parƟal monitoring data (i.e. informaƟon of local island).
– MMS provides whole monitoring data of FELIX islands (i.e. aggregated informaƟon of mulƟple

islands).

In the following secƟons we will describe in more detail the internal design and implementaƟon of the MS
and its components; as well as the interacƟons between them. We also provide informaƟon of other Monitoring
Tools used by the MS and finally, we document a brief guide on how to deploy and operate with the MS and
related tools.

Project: FELIX (Grant Agr. No. 608638)
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2 DefiniƟons
Throughout this document we use specific notaƟon and acronyms that are explained here. Please refer to this
guide to idenƟfy the concept or for a more detailed explanaƟon.

2.1 AbbreviaƟons
• AAA: AuthorisaƟon, AuthenƟcaƟon and AccounƟng.

• API: ApplicaƟon Programming Interface.

• DTD: Document Type DefiniƟon

• GUI: Graphical User Interface.

• MIB: Management InformaƟon Bases.

• MMS: Master Monitoring System.

• MRO: Master Resource Orchestrator.

• MS: Monitoring System.

• OGF: Open Grid Forum.

• OID: Object IdenƟfier

• REST: RepresentaƟonal State Transfer.

• RM: Resource Manager.

• RO: Resource Orchestrator.

• RSpec: Resource SpecificaƟon.

• SNMP: Simple Network Management Protocol.

2.2 DefiniƟons
• API: Interface implemented by an applicaƟon for the inter-communicaƟon to the other applicaƟons.

• Hypervisor: Piece of computer soŌware that creates and runs virtual machines.

• Island: Physical domain under parƟcular management. It provides infrastructure and resources to the end
user.

• RM: SoŌware component able to reserve, create, manage and delete resources by communicaƟng with
the hardware. It provides interfaces for both administraƟve and common operaƟons on resources.

• RSpec: XML document following agreed schemas to represent resources that are understood by Resource
and Aggregate Managers.

Project: FELIX (Grant Agr. No. 608638)
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3 ImplementaƟon Details
We proceed in this secƟon to the documentaƟon of theMonitoring System (MS) module, whose main objecƟve
is to aggregate andmanage both monitoring and topology (slice and physical) informaƟon, which can be used for
decision-making at any point of the FELIX Framework. This module also aims to provide a detailed representaƟon
of this data through its corresponding secƟon in the Expedient GUI.

3.1 Monitoring System
The MS module contains a number of components that work together to give an aggregated view on 1) the
monitoring data and 2) topology informaƟon of the FELIX testbed faciliƟes and experimenter slices. These two
operaƟons are performed directly by the MS and in conjuncƟon with the RO and MRO, respecƟvely. We focus
in this secƟon on the internal components of the MS, in charge of directly retrieving monitoring informaƟon
and also interpreƟng topology informaƟon to combine in the form aggregated data, so it is able to provide an
overview of the FELIX Framework status.

3.1.1 Design

The MS module has been introduced as a new module within the FELIX Framework. The major funcƟonaliƟes of
this soŌware module are as follows:

• Aggregate monitoring data for the physical infrastructure and the resources per slice.

• Request further informaƟon to physical infrastructure, if needed; providing that the MS can access the
infrastructure.

• Manage the lifeƟme of the monitoring informaƟon.

• Represent the monitoring data in a clear format to the end users.

The following secƟons describe the design of the MS through the components that conform it, as well as its
internal workflow and interacƟon with related modules belonging to the FELIX Framework. The exposed APIs are
documented as well, and finally there's a brief summary of the future work planned for this module.

3.1.1.1 Building blocks
The MS module is composed of 3 components, namely the Topology API, Monitoring API and the Monitoring
Data Collector. Figure 3.1 depicts their components and how these relate to the others.

Topology API
The component implemenƟng the Topology API manages the resource and topology informaƟon. It exposes two
different APIs, depending on the acƟon performed (GET/retrieve or POST/send informaƟon):

• Receiver API: this API waits for informaƟon received from the RO. The Resource Orchestrator must re-
trieve informaƟon subject to be monitored, such as the physical infrastructure, the resources requested
by each experimenter for a given slice and the virtual topology conformed by them. This is sent to the MS
under certain circumstances (e.g. periodic or certain on-demand transmissions). This interface parses the
received informaƟon and stores it on its own Topology database.

• Sender API: this interface provides the topology informaƟon to an external enƟty such as a client or a
monitoringGUI. In order tomake this data available, the topology database is queried for the latest physical
and slice topologies, then this data is aggregated and formaƩed following a specific structure that the client
must follow when reading this data.

Project: FELIX (Grant Agr. No. 608638)
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Figure 3.1: Components of the MS

Monitoring Data Collector
This component is in charge of gathering monitoring data from the physical resources in an indirect manner. This
is done by interacƟng with third-party monitoring tools that retrieve measurements directly from the physical
hardware. For instance, perfSONAR [1] and Zabbix [2] are third-party monitoring applicaƟons that contact di-
rectly the networking and compuƟng resources. This way, the Monitoring Data Collector gathers the different
monitoring data through the API of monitoring applicaƟons and registers this data in the Monitoring database.

Another feature of this component is to forward data (such as registraƟon informaƟon) from the MS in the
lower layer to the MMS above or to exchange informaƟon between different MMS modules. The forwarding is
performed through its Monitoring API.

Monitoring API
This component is in charge of managing the monitoring data. It implements two different interfaces as well,
also depending on the acƟon performed (retrieve or send informaƟon):

• Receiver API: accepts incoming monitoring data and stores it into the Monitoring internal database. The
Monitoring Data Collector component registers the monitoring data of every resource in the island into
the MS. The monitoring data registered through this interface can be one of the following:

– Physical monitoring data of every available resource.

– Slice monitoring data, that is, data of the resources assigned to the slice.

• Sender API: this interface provides the monitoring data to an external enƟty; for instance a client or mon-
itoring GUI.

3.1.1.2 Monitoring Data DefiniƟon
The MS tracks a set of values for each FELIX resource. That is, a resource of a given kind is associated with a

Project: FELIX (Grant Agr. No. 608638)
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number of monitoring metrics that are to be retrieved, then registered on the internal databases and finally
interpreted and used by this module.

The following tables describe the proposed metrics, grouped by their corresponding Resource Manager.
Though it is not a comprehensive or final list of metrics and it may vary aŌer the integraƟon stage, these conform
a preliminary compilaƟon of data to be monitored per resource.

CompuƟng Resource Manager

Metric DescripƟon Type Values Unit
Life status Life/Death mon-

itoring for the
VM

Integer 1 = Up, 2 = Down -

Load Average Load Average of
VM

Decimal -- -

Memory Usage Percentage of
memory usage of
VM

Integer 0-100 %

IF traffic (tx) Traffic on network
interface of VM

Integer -- bps

IF traffic (rx) Traffic on network
interface of VM

Integer -- bps

IF error Error on network
interface of VM

Integer -- eps

Table 3.1: IniƟal monitoring metrics for the C-RM resources

SoŌware-Defined Networking Resource Manager

Metric DescripƟon Type Values Unit
Life Status Life/Death (and

transiƟonal sta-
tuses) monitoring
for the switch

Integer 1 = Up, 2 = Down -

Port status Port is up/down Integer 1 = Up, 2 = Down -
Traffic (tx) TransmiƩed-traffic

rate on the network
port

Integer -- bps

Traffic (rx) Received-traffic
rate on the net-
work port

Integer -- bps

Table 3.2: IniƟal monitoring metrics for the SDN-RM resources

Project: FELIX (Grant Agr. No. 608638)
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SƟtching EnƟty Resource Manager

Metric DescripƟon Type Values Unit
Life Status Life/Death (and

transiƟonal sta-
tuses) monitoring
for the switch

Integer 1 = Up, 2 = Down -

Port status Port is up/down Integer 1 = Up, 2 = Down -
Traffic (tx) TransmiƩed-traffic

rate on the network
port

Integer -- bps

Traffic (rx) Received-traffic
rate on the net-
work port

Integer -- bps

Table 3.3: IniƟal monitoring metrics for the SE-RM resources

Transit Network Resource Manager

Metric DescripƟon Type Values Unit
ConnecƟon status ConnecƟon (net-

work path) is
up/down

Integer 1 = Up, 2 = Down -

Table 3.4: IniƟal monitoring metrics for the TN-RM resources

3.1.1.3 Exposed interfaces
As documented in the Building blocks secƟon, theMS exposes 2 APIs to other modules. The structure of the URIs
is previously agreed and know between the parƟcipant modules in the communicaƟon. The detailed structure
of the URIs is shown in Figure 3.2.

Figure 3.2: URI structure of API

On the other hand, the data that traverses this API must comply to a given structure. We provide a number
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of examples below, depending on the API and the data retrieved or sent.

Topology API
MS receives from the ROmonitoring informaƟon regarding both physical and slice topologies. Figure 3.3 depicts
the two different kind of topologies registered in the MS, side by side, for a sample slice spanning two islands.

Figure 3.3: Example physical and slice topology

The figure above contains an excerpt of the topology informaƟon sent from the Resource Orchestrator mod-
ule to the MS. The topology and slice informaƟon used by the MS follows each their custom XML schema, of
which we provide samples below.

It is worth noƟng that the structure of the topology informaƟon is the same disregarding the layer at which
the communicaƟon takes place (that is, either RO to MS or MRO to MMS). It is also important to state that the
RO module can only retrieve topology informaƟon directly related to its domain, so the topology data in the
upper-layer RO is an aggregaƟon of that in the lower layers.

Physical topology informaƟon fromMRO to MMS
The physical topology informaƟon corresponds to the lower layer in Figure 3.3. This informaƟon is transmit-

ted from RO to the MS and also as aggregated informaƟon by their counterparts in the above layer, that is, the
aggregated topology informaƟon is sent from MRO to MMS.

<topology_list>
<topology last_update_time="1412670730" type="physical" name="urn:publicid:IDN+ocf:i2cat">

<node id="urn:publicid:IDN+ocf:i2cat:vtam:Verdaguer" type="server">
<management type="snmp">
<address>192.168.2.1</address>
<port>161</port>
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<auth_id>public</auth_id>
</management>
<interface id="urn:publicid:IDN+ocf:i2cat:vtam:Verdaguer+interface+eth1"/>

</node>
<node id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02"

type="switch">
<management type="snmp">
<address>192.168.1.2</address>
<port>161</port>
<auth_id>public</auth_id>

</management>
<interface

id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02_12">
<port num="12"/>

</interface>
<interface

id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02_10">
<port num="10"/>

</interface>
</node>
<link type="lan">
<interface_ref client_id="urn:publicid:IDN+ocf:i2cat:vtam:Verdaguer+interface+eth1"/>
<interface_ref

client_id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02_12"/>
</link>

</topology>
<topology last_update_time="1412670731" type="physical" name="urn:publicid:IDN+ocf:jgnx">

<node id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+:01" type="switch">
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::01_6">

<port num="6"/>
</interface>
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00:00::01_13">

<port num="13"/>
</interface>

</node>
<node id="urn:publicid:IDN+ocf:jgnx:vtam:server1" type="server">
<interface id="urn:publicid:IDN+ocf:jgnx:vtam:server1+eth1"/>

</node>
<link type="lan">
<interface_ref client_id="urn:publicid:IDN+ocf:jgnx:vtam:server1+eth1"/>
<interface_ref

client_id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::01_13"/>
</link>
<node

id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03" type="switch">
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_11">

<port num="11"/>
</interface>
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_1">

<port num="1"/>
</interface>
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_15">

<port num="15"/>
</interface>

</node>
<link type="lan">
<interface_ref

client_id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::01_6"/>
<interface_ref

client_id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_11"/>
</link>
<link type="lan">
<interface_ref

client_id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_15"/>
<interface_ref

client_id="urn:publicid:IDN+ocf:jgnx:vtam:server2+eth2"/>
</link>
<node id="urn:publicid:IDN+ocf:jgnx:vtam:server2" type="server">
<interface id="urn:publicid:IDN+ocf:jgnx:vtam:server2+eth2"/>

</node>
</topology>
</topology_list>
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Slice topology informaƟon from (M)RO to (M)MS
The slice topology informaƟon, in turn, corresponds to the upper layer depicted in Figure 3.3. As in the

physical topology case, this informaƟon is transmiƩed from RO to the MS and must also be sent as aggregated
informaƟon by their counterparts in the above layer, that is, the aggregated topology informaƟon must be sent
from MRO to MMS.

During this transmission, all relevant data of the mytestslice slice informaƟon is to be recovered by the RO
module and sent to MS.

<topology_list>
<topology last_update_time="1412670734" type="slice"

name="urn:publicid:IDN+ocf:jgnx+slice+mytestslice" status="geni_provisioned"
owner="urn:publicid:IDN+ocf:jgnx:ch+user+user2">

<node id="urn:publicid:IDN+ocf:i2cat:vtam:Verdaguer" type="server">
<node id="urn:publicid:IDN+ocf:i2cat:vtam:Verdaguer+sliver+692551"

type="vm">
<management type="vm">

<auth_user/>
<auth_password/>

</management>
<interface

id="urn:publicid:IDN+ocf:i2cat:vtam:Verdaguer+sliver+692551+interface+eth3"/>
</node>

</node>
<node id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02" type="switch">
<interface id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02_12">

<port num="12"/>
<vlan start="6" end="6"/>

</interface>
<interface id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02_10">

<port num="10"/>
<vlan start="6" end="6"/>

</interface>
</node>
<link type="lan">
<interface_ref
client_id="urn:publicid:IDN+ocf:i2cat:vtam:Verdaguer+sliver+692551+interface+eth3"/>

<interface_ref
client_id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02_12"/>

</link>
<node id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03" type="switch">
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_11">

<port num="11"/>
</interface>
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_15">

<port num="15"/>
</interface>
<interface id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_16">

<port num="16"/>
</interface>
<match>
<vlan start="6" end="6"/>

</match>
</node>
<link type="lan">
<interface_ref

client_id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02_10"/>
<interface_ref

client_id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00:00::03_11"/>
</link>
<link type="lan">
<interface_ref
client_id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_15"/>

<interface_ref
client_id="urn:publicid:IDN+ocf:jgnx:vtam:server2+sliver+692552+interface+eth1"/>

</link>
<link type="lan">
<interface_ref
client_id="urn:publicid:IDN+openflow:ocf:jgnx:ofam+datapath+00::03_16"/>

<interface_ref
client_id="urn:publicid:IDN+ocf:jgnx:vtam:server2+sliver+692553+interface+eth1"/>

</link>
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<node id="urn:publicid:IDN+ocf:jgnx:vtam:server2" type="server">
<node id="urn:publicid:IDN+ocf:jgnx:vtam:server2+sliver+692552" type="vm">
<management type="vm">

<auth_user/>
<auth_password/>

</management>
<interface id="urn:publicid:IDN+ocf:jgnx:vtam:server2+sliver+692552+interface+eth1"/>

</node>
</node>
<node id="urn:publicid:IDN+ocf:jgnx:vtam:server2" type="server">
<node id="urn:publicid:IDN+ocf:jgnx:vtam:server2+sliver+692553" type="vm">
<management type="vm">

<auth_user/>
<auth_password/>

</management>
<interface id="urn:publicid:IDN+ocf:jgnx:vtam:server2+sliver+692553+interface+eth1"/>

</node>
</node>

</topology>
</topology_list>

Monitoring API
The MS module accepts the monitoring data of both physical and slice resources from theMonitoring Data Col-
lector component as well as from other MS modules.

Monitoring data forwarded fromMS to MMS
An example of the monitoring data of the SDN resources is provided below:
<resource forward="yes">
<topology type="physical">

<node id="n1" type="switch" network_name="domainA">
<port num="10">

<parameter type="status">
<value timestamp=“1409204400�?>1<value/>
<value timestamp="1409204410“>1<value/>
<value timestamp="1409204420“>2<value/>

<parameter />
<parameter type="in-bps">
<value timestamp="1409204400">100<value/>
<value timestamp="1409204410">110<value/>
<value timestamp="1409204420">100<value/>

<parameter />
<parameter type="out-bps">
<value timestamp="1409204400">200<value/>
<value timestamp="1409204410">210<value/>
<value timestamp="1409204420">200<value/>

<parameter />
</port>
<port num="11">

<parameter type="status">
<value timestamp="1409204400">2<value/>
<value timestamp="1409204410“>2<value/>
<value timestamp="1409204420“>1<value/>

<parameter />
<parameter type="in-bps">
<value timestamp="1409204400">100<value/>
<value timestamp="1409204410">110<value/>
<value timestamp="1409204420">100<value/>

<parameter />
</port>

</node>
<node id="n2" type="switch" network_name="domainA">
<port num="10">

<parameter type="status">
<value timestamp="1409204300">1<value/>
<value timestamp=“1409204400“>1<value/>
<value timestamp="1409204500“>1<value/>

<parameter />
<parameter type="in-bps">
<value timestamp="1409204400">100<value/>
<value timestamp="1409204410">110<value/>
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<value timestamp="1409204420">100<value/>
<parameter />
<parameter type="out-bps">
<value timestamp="1409204400">200<value/>
<value timestamp="1409204410">210<value/>
<value timestamp="1409204420">200<value/>

<parameter />
</port>

</node>
</topology>

</resource>

Monitoring data exchanged between MMS modules
Similar to the example above, the following consists of the aggregated monitoring data that was previously

collected from different MS modules.
<monitoring-data forward="no">
<topology_list>

<topology type="physical" name="urn:publicid:IDN+ocf:i2cat">
<node id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::01" type="switch">

<port num="10">
<parameter type="status">
<value timestamp="1409204400">1</value>
<value timestamp="1409204410">1</value>
<value timestamp="1409204420">2</value>

</parameter>
<parameter type="in-bps">
<value timestamp="1409204400">100</value>
<value timestamp="1409204410">110</value>
<value timestamp="1409204420">100</value>

</parameter>
<parameter type="out-bps">
<value timestamp="1409204400">200</value>
<value timestamp="1409204410">210</value>
<value timestamp="1409204420">200</value>

</parameter>
</port>
<port num="11">
<parameter type="status">
<value timestamp="1409204400">2</value>
<value timestamp="1409204410">2</value>
<value timestamp="1409204420">1</value>

</parameter>
<parameter type="in-bps">
<value timestamp="1409204400">100</value>
<value timestamp="1409204410">110</value>
<value timestamp="1409204420">100</value>

</parameter>
</port>

</node>
<node id="urn:publicid:IDN+openflow:ocf:i2cat:ofam+datapath+00:10::02" type="switch">

<port num="10">
<parameter type="status">
<value timestamp="1409204300">1</value>
<value timestamp="1409204400">1</value>
<value timestamp="1409204500">1</value>

</parameter>
<parameter type="in-bps">
<value timestamp="1409204400">100</value>
<value timestamp="1409204410">110</value>
<value timestamp="1409204420">100</value>

</parameter>
<parameter type="out-bps">
<value timestamp="1409204400">200</value>
<value timestamp="1409204410">210</value>
<value timestamp="1409204420">200</value>

</parameter>
</port>

</node>
</topology>
<topology type="physical" name="urn:publicid:IDN+ocf:iMinds">
...

</topology>
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</topology_list>
</monitoring-data>

3.1.2 Workflows

The MS interacts with other modules as in the workflow described in Figure 3.4 (this sequence diagram and any
other appearing in this document are generated using www.websequencediagrams.com).

Figure 3.4: Monitoring Workflow

3.1.3 Future Work

Once the core funcƟonality implementaƟon of MS is finished, the following shall be addressed as future work:

• Finish the inter-communicaƟon process with other components such as RO, Expedient and individual mon-
itoring tools.

• Consider interacƟons with newly developed RMs like TNRM and SERM.

• IntegraƟon of the AAA module with the MS.

3.2 SNMP Resource Monitor
Besides the MS, used to retrieve, aggregate and show monitoring metrics and other informaƟon; there is a com-
plementary SNMP Resource Monitor tool that retrieves monitoring metrics directly from the resources available
per slice. For more informaƟon on the design and internal operaƟon of the Simple Network Management Proto-
col (SNMP), refer to theMonitoring Tools secƟon.
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3.2.1 Workflows

This monitoring tool directly contacts the resources (e.g. a virtual machine or a SDN-enabled switch) through the
SNMP protocol and accessing them using a pass phrase (or community name) previously defined at the SNMP
manager available per resource. AŌer looking for a specific number of metrics on the desired resources, the
retrieved data is persisted into an internal SQL database. This informaƟon can be aggregated and forwarded to
another (M)MS module.

3.3 Monitoring Tools
This secƟon contains the implementaƟon details related to the resource monitoring tools (see Figure 3.1) that
interact directly with the resources in order to collect data. These tools either allow to directly access the moni-
toring data (i.e. SNMP) or abstracts the access to the resources and presents it to theMS, for instance perfSONAR
or Zabbix tools.

3.3.1 SNMP

The Simple NetworkManagement Protocol (SNMP) is a popular protocol that has been standardised in a number
of RFCs and whose objecƟve is to manage network resources. This management process includes both 1) retriev-
ing monitoring and configuraƟon data, as well as 2) configuring network equipment directly. In the monitoring
tool context, SNMPv2 is used for retrieving monitoring data from devices.

3.3.1.1 Design
SNMP is tradiƟonally used for monitoring network equipment such as switches, but extensions also allow stan-
dardised representaƟons of host resources (CPU load, memory, hard disk uƟlisaƟon etc.). Such extensions are
defined by MIBs (Management InformaƟon Bases), which describe the structure of management (and monitor-
ing) data for a device, in a hierarchical namespace of object idenƟfiers. For example, basic informaƟon about the
device, such as its name, contact informaƟon etc. is available as in OID 1.3.6.1.2.1.1 "MIB-2 interfaces".

InformaƟon related to SDN resources can be retrieved from theMIB-2 interface table (1.3.6.1.2.1.2.2), status
of compuƟng resources can be found in the HOST-RESOURCES-MIB (1.3.6.1.2.1.25). See Appendix I for more
informaƟon.

SNMP MIB-2 (SDN-RM)
SNMP MIB-2 [3] defines a structure containing informaƟon about every port (interface) belonging to a switch.
This will be used to collect informaƟon on the bandwidth uƟlisaƟon and on the status of networking resources
from the SDN-RM.

Table I.1 in Appendix I gives an overview of the ifEntry OID. Some of the values in the unit column are further
explained in RFC 1155 [4]. For the Ethernet interfaces, the values (as well as the ifSpecific OID) will adhere to the
definiƟons of Managed Objects available at RFC 3635 [5]. As it can be observed from that table, SNMP exports
the administraƟon and operaƟonal statuses of an interface, the octets sent and received (typically since device
power-up) and Ɵme stamp of the measurement ('ifLastChange').

SNMP HOST-RESOURCES-MIB (C-RM)
The HOST-RESOURCES-MIB is described in RFC 1514 [6]. This informaƟon can be found under OID 1.3.6.1.2.1.25
in the MIB hierarchy. This set of monitoring data can be retrieved on hosts, whether these are virtualisaƟon
servers or VMs in the slices. Therefore, this MIB could be used for monitoring any FELIX compuƟng resource
managed by C-RM.

Thehierarchy contains informaƟonof a number of different resources. For example, hrSystem (OID 1.3.6.1.2.1.25.1)
contains the entries denoted in Table I.2 from Appendix I. Another entry, the hrStorage (1.3.6.1.2.1.25.2), con-
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tains informaƟon about storage devices. For example, hrMemorySize indicates the RAM or total physical read-
write main memory (see Table I.3 from Appendix I).

Another example of data that can be retrieved uses the hrStorageTable object (1.3.6.1.2.1.25.2.3), which
is the conceptual table of logical storage areas on the host. It contains mulƟple instances of hrStorageEntry
describing storage, its size and available space. Refer to Table I.4 from Appendix I for further detail.

Another interesƟng object is hrDevice (1.3.6.1.2.1.25.3.3), which contains informaƟon on a number of de-
vices, including a table hrProcessorTable for processors, consisƟng of hrProcessorEntry from which the CPU load
can be extracted. Table I.5 in Appendix I provides addiƟonal informaƟon on this.

3.3.1.2 Workflows
The SNMP protocol is used to communicate between SNMP Managers (monitoring and aggregaƟon) and SNMP
Agents (on devices). The agent collects device status, monitoring data and counter in situ and offers it through
the SNMP protocol. TheMS contains aMonitoring Tool running an SNMPManager that communicates with each
of the agents of the set of resources monitored by the MS.

The Monitoring Tool will periodically request a subset of the SNMP MIBs from each resource, to later trans-
form and store its monitored data into the Monitoring database, as pictured in Figure 3.4.

3.3.1.3 Future Work
While some exisƟng proprietary MIBs are related to the SDN resources (here, OpenFlow), these are quite limited
and are not supported by the SDN infrastructure provided by the domains in the FELIX FederaƟon (that is, NEC
switches and Open vSwitch devices).

For instance, an interesƟng metric in this context is the number of bytes sent/received for disƟnct OpenFlow
flows; which allows monitoring SDN resources per slice. To retrieve such informaƟon we would need to use
techniques specific to the resource. For example, Open vSwitch offers tools like ovs-ofctl and ovs-dpctl that
allow retrieving some staƟsƟcs on flows. However, this is not supported on the NEC hardware switches and
this informaƟon is nevertheless not exposed through the SNMP protocol; so another monitoring tool would be
necessary to fill this gap.

3.3.2 perfSONAR

Another monitoring tool is perfSONAR, a widely deployed test and measurement infrastructure that is used by
some Research and EducaƟonal Networks such as GÉANT in Europe, JGN-X in Japan or Internet2 in the US. perf-
SONAR provides a uniform interface that allows scheduling measurements, storing data in uniform formats, and
which provides scalable methods to retrieve data and generate visualisaƟons.

3.3.2.1 Design
The perfSONAR measurement infrastructure is used by one of the network monitoring processes in the FELIX in-
frastructure. The perfSONAR soŌware provides themonitoring data of network switches through the perfSONAR
API, which is standardised in OGF. The Monitoring Data Collector component within MS collects the monitoring
data through the perfSONAR API and uƟlises the data for FELIX slice monitoring.

3.3.2.2 Workflows
The current monitoring tool in the island monitors each of its switches and stores their monitoring data into the
appropriate MS database. The perfSONAR SequelService, developed by NICT (Japan's NaƟonal InsƟtute of Infor-
maƟon and CommunicaƟons Technology), provides archived monitoring data and statuses through a perfSONAR
interface in order to communicate with other monitoring tools. TheMonitoring Data Collector of theMS collects
the monitoring data accessing perfSONAR interface and imports such informaƟon to make it available within the
FELIX Framework.
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Figure 3.5: Design for perfSONAR

3.3.3 Zabbix

Zabbix is another open source soŌware, commonly used for monitoring servers and networks. Its reports and
staƟsƟcs, as well as the configuraƟon parameters, can be accessed through a web-based front-end. These can
also be accessed through a specific API, so it can be easily accessed by other soŌware components.

3.3.3.1 Design
Zabbix is used as one of the monitoring tools to monitor the compuƟng resources in the FELIX Infrastructure.
This tool provides monitoring and status data of physical servers and VMs through both an API and GUI. The
Monitoring Data Collector component collects the monitoring data through an API exposed by Zabbix and later
on aggregates that data to the FELIX compuƟng resource monitoring.

3.3.3.2 Workflows
Zabbix is able to monitor the physical server, assuming a prior staƟc configuraƟon is performed. On the other
hand, Zabbix monitors specific VMs, which are dynamically configured. The VMs are provisioned by an experi-
menter’s request. At that verymoment, some agent detects it and registers the VM informaƟon to Zabbix to start
the monitoring. TheMonitoring Data Collector component belonging to FELIX MS do collect the monitoring data
through an API exposed by Zabbix API and makes the metrics of the VM available to the FELIX Framework, in a
similar manner as before.
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4 Deployment
This secƟon provides informaƟon on how to deploy and the basic operaƟons for both the Monitoring System
(MS) module and the Public Monitoring. There is also some informaƟon on the Monitoring Tools used by the
former modules.

4.1 Monitoring System
The MS module is composed of 2 main components: MS API andMonitoring Data Collector.

1. MS API

• REST-based API that registers the topology informaƟon and monitoring to the database.

• Provides such informaƟon stored in database to the experimenter through the GUI.

• WriƩen in Python.

2. Monitoring Data Collector

• Collects periodically themonitoring data from islands'monitoring tools for all the resources and store
them in the database.

• Forwards the data to other MS modules if necessary.

4.1.1 Requirements and Dependencies

There is a small set of dependencies needed by the MS to work.

4.1.1.1 Requirements
The working environment must be a Debian-based distribuƟon. Specifically, the MS is being developed under
Debian 7 (Wheezy).

The MS requires the MySQL database because it is used for the topology informaƟon and monitoring data.

4.1.1.2 Dependencies
The packages required by MS are retrieved either by Debian's Advanced Packaging Tool (apt-get) and the Python
version system (easy_install, pip).

Advanced packaging tool
The following Debian packages must be installed on the system for MS to properly work:

python apache2 mysql-server python-mysqldb python-elixir curl python-pip python-bottle

Pip
The following python packages must be installed on the system for MS to properly work:

xmltodict requests apscheduler

4.1.2 ConfiguraƟon and InstallaƟon

4.1.2.1 InstallaƟon
Create the account to run the MS

# useradd mon_user
# visudo
mon_user ALL=(ALL) ALL
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Save thems branch under /opt/felix:
login as mon_user
$mkdir -p /opt/felix/monitoring
git clone https://github.com/dana-i2cat/felix.git /opt/felix/monitoring
git checkout monitoring

IniƟalizing the database.
$ mysql -u root < /opt/felix/monitoring/msjp/schema/monTopologyDB.sql
$ mysql -u root < /opt/felix/monitoring/msjp/schema/monSDNResourceDB.sql

4.1.2.2 ConfiguraƟon
The /opt/felix/monitoring/conf directory contains a set of configuraƟon files that are used by the MS. These are
explained as follows:

REST API parameters
The filemon_api.conf contains the parameters that configure the REST API of the MS module.

SecƟon Parameter Type DescripƟon
REST rest_host String IP address of the server

which provides MS API
REST rest_port Integer Port number of MS REST

API
URI post_uri String URI of the MS that for-

wards the monitoring
data

DATABASE db_addr Integer IP address of the server
that has the database to
store the data

DATABASE db_port String Port number of database
service

DATABASE db_user String user account to access
the database

DATABASE db_pass String password to access the
database

LOG log_dir String directory of the log file
LOG log_file String log file name
UTILITY debug boolean debug mode flag

Table 4.1: REST API configuraƟon parameters

Monitoring Data Collector parameters
The filemon_col.conf contains the parameters of the Monitoring Data Collector component.

SecƟon Parameter Type DescripƟon
URI post_uri String URI of the MS that forwards

the monitoring data
URI sequel_service_uri String URI of themonitoring tool for

Japanese SDN infrastructure
URI zabbix_uri String URI of the monitoring tool

for Japanese CompuƟng re-
sources
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DATABASE db_addr Integer IP address of the server that
has the database to store the
data

DATABASE db_port String Port number of database ser-
vice

DATABASE db_user String user account to access the
database

DATABASE db_pass String password to access the
database

DATABASE topology_db String name of the topology
database

DATABASE mon_data_sdn_db String name of the monitoring
database for SDN

DATABASE mon_data_cp_db String name of the monitoring
database for CompuƟng
resources

DATABASE mon_data_SE_db String name of the monitoring
database for SE

DATABASE mon_data_tn_db String name of the monitoring
database for TN

MONITORING-ITEM sdn_monitoring_item boolean monitoring metrics for SDN
MONITORING-ITEM cp_monitoring_item_server boolean monitoring metrics for Com-

puƟng hypervisor
MONITORING-ITEM cp_monitoring_item_vm boolean monitoring metrics for com-

puƟng resources (VMs)
MONITORING-ITEM cp_monitoring_item_SE boolean monitoring metrics for SE
MONITORING-ITEM cp_monitoring_item_TN boolean monitoring metrics for TN
LOG log_dir String directory of log file
LOG log_file String log file name
UTILITY debug boolean debug mode flag

Table 4.2: Monitoring Data Collector configuraƟon parameters

4.1.3 OperaƟon

A typical set of operaƟons performed on the MS comprises starƟng/stopping it and accessing through MS API.

REST API
StarƟng the server

$ /opt/felix/monitoring/msjp/monitoring_api.py

Stopping the server
type Ctrl+[c] or kill the process

Monitoring Data Collector
StarƟng the server

$ /opt/felix/monitoring/msjp/monitoring_data_collector.py

Stopping the server
type Ctrl+[c] or kill the process
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4.2 SNMP Resource Monitor
This is a stand-alone applicaƟon developed in Python implemenƟng a REST API and SNMP manager. Monitoring
data is persisted to an SQL database.

4.2.1 Requirements and Dependencies

The REST API (web-related) implementaƟon uses the web.py library, which also provides database funcƟonality.
For the SNMP manager, the PySNMP library is used. For XML parsing, etree is used, which can be replaced by
lxml if DTD validaƟon is required. lxml is a binding of naƟve code libxml2 and libxslt libraries.

To install these packages (on Debian):
apt-get install python-webpy python-pysnmp4 python-lxml

For the communicaƟon between MMS, it is recommended to provide the REST API via a public IP address.

4.2.2 ConfiguraƟon and InstallaƟon

The initdb.py script is used to create a database and/or schema for the MS.
The localseƫngs.py file is used to configure the MS applicaƟon. Its seƫngs include:

• IP address and port for the REST API.

• Public IP address and port (in case the MS runs in a private address range and is forwarded through a
firewall).

• IP address, port and url of a higher level MS or MMS where data is to be forwarded.

• Address, port and basic auth credenƟals (user:password) of the database.

• Community name for the SNMP manager.

4.2.3 OperaƟon

Running the MS:
python ms.py

A summary log file will be created under /var/log. The name of the file will depend on the PID of the MS
applicaƟon.

4.3 Monitoring Tools
In the following secƟon we provide guidelines for configuring SNMP in both a specific NEC switch used by the
FELIX Infrastructure and an instance of Open VSwitch, as well as instrucƟons on deploying and tesƟng the SNMP
package on a Debian server.

4.3.1 SNMP

4.3.1.1 Requirements and Dependencies
For switches, we rely on the availability of SNMP MIB-2 (OID .1.3.6.1.2.1.2). As for the servers (compuƟng re-
sources), we rely on the HOST-RESOURCES-MIB (.1.3.6.1.2.1.25).

A hardware switch should already have MIB-2 available. Instead, for soŌware switches (Open vSwitch) and
servers (Linux, Debian); an SNMP daemon should be installed.
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4.3.1.2 ConfiguraƟon and InstallaƟon
This secƟon explains the configuraƟon of SNMP for hardware switches, and the installaƟon and configuraƟon for
Open vSwitch and host resources.

To test SNMP on a device, use:
snmpwalk -v2c -c &lt;community_name&gt; &lt;switch_IP&gt;

The snmpwalk command is available on the Debian snmp package.
<community_name> is the name of the SNMP community, which is previously chosen by the switch admin-

istrator. Default community names are typically public or private. Community names are local to island and
not passed through the monitoring framework. Likewise, access to the SNMP agent is local to island and not
available to other FELIX partners (i.e., firewalled or on a different network).

When using persistent monitoring of any kind (including SNMP) as well as creaƟng slices on Open vSwitch,
it is important for consistency to make sure that the network ports (e.g., tap, eth1, veth etc.) added to a switch
are always assigned the same OpenFlow port number. Older versions of Open vSwitch do not allow to fix an
OpenFlowport number for interfaces added to a switch. Thismeans that upon rebooƟng themachine, interfaces
may be assigned random port numbers, which is problemaƟc since flowspaces are constructed using these port
numbers (not interface names), and SNMP reports port names, not OpenFlow port numbers. At least version
1.10.0-1 of Open vSwitch must be used.

To add a port with a certain fixed OF port number (e.g., interface tap2 as OF port number 2 on switch
myswitch):

ovs-vsctl add-port myswitch tap2 -- set Interface tap2 ofport_request=2

The ofport_request is kept in a separate column in the Open vSwitch database and is persistent (unlike
the ofport column). Note that the add-port and set command must be on the same line to be effecƟve.

NEC 3640-xx/8800
You may want to set the hostname of the switch so it appears as sysName in SNMP MIB.

SNMP is always running. To enable access for an SNMPmanager to retrieveMIB from the agent on the switch,
create a SNMP community (in enable, config context).

# snmp-server community <community_name> ro
# save

To restrict access not just by community, but also by IP address (of the SNMP manager), a generic access-list
(with ID=1 in the example below) can be created, and then the community is restricted to this list:

# access-list 1 permit 10.216.132.12 0.0.0.0
# snmp-server community <community_name> ro <1>
# save

Open vSwitch
Open vSwitch does not support SNMP. Instead, it uses the Linux SNMP [7] daemon to run an agent to collect port
counters.

1. Install net-snmp

• apt-get install snmpd

2. Configure the SNMP agent using the /etc/snmp/snmpd.conf configuraƟon file

• set the listen address(es) for the SNMP agent.

• Listen for connecƟons from management interface

• agentAddress udp:10.216.132.5:161

3. create a view which restricts the reported MIBs:
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• view interfaces included .1.3.6.1.2.1.2

• The default snmpd.conf has examples under ACCESS CONTROL. It has a system-only view which al-
lows access to system informaƟon (.1.3.6.1.2.1.1) and host resources (.1.3.6.1.2.1.25.1) (i.e., CPU,
processes, disks).

4. create a community which exposes this view (second parameter, here 'default', is the IP address access
filter for the community):

• rocommunity <community_name> default -V interfaces

5. save the file and restart snmpd

• service snmpd restart

CompuƟng resources
Since SNMP for compuƟng resources is also based on an SNMP daemon, the installaƟon and configuraƟon is
similar to that of SNMP for Open vSwitch. Instead, add a host view in the /etc/snmp/snmpd.conf configuraƟon
file that exposes the HOST-RESOURCES-MIB:

view host included .1.3.6.1.2.1.25

4.3.1.3 OperaƟon
AŌer the configuraƟon, monitoring data will be automaƟcally collected by the devices and become available
through the SNMP API while the device (that is, a switch or server) is running.
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5 Conclusions and Summary
In this document we have addressed the two most important ways in which the FELIX Framework retrieves data
relevant to themonitoring process. We detailed the design, implementaƟon and operaƟon of theMSmodule and
we also introduced the SNMP Resource Monitor along with the Monitoring Tools used directly or indirectly from
the two aforemenƟoned modules. At the end of the deliverable we also present brief guides for the deployment
of the FELIX modules and some of the tools.

The MS module consists of a number of components that work closely in order to retrieve, aggregate and
interpret monitoring data. Besides, it also receives and interprets informaƟon from the RO that contains both
physical and slice topologies. Obtaining the final data is carried out in several manners: from direct access to
resources to inter-communicaƟon with other FELIX modules. In the end, this informaƟon is aggregated in the
upper layers so as to have anoverviewof thewhole network and to idenƟfy the usageof the resources provisioned
within the acƟve slices.

We conclude that the monitoring informaƟon is an important element when seeking an accurate decision
making process. Such process is to take place in the upper layers only aŌer data has been comprehensively
fetched and aggregated from the underlying layers. Future work shall focus on finishing the integraƟon of the
MS with other related components.
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Appendix I
In this appendix we present some complementary informaƟon on the objects available through the SNMP pro-
tocol that were previously introduced in the ImplementaƟon secƟon.

A SNMP metrics for SDN-RM resources

OID DescripƟon Type Unit Mandatory
1.3.6.1.2.1.2.2.1.1 ifIndex Integer -- x
1.3.6.1.2.1.2.2.1.2 ifDescr (interface

name)
String -- x

1.3.6.1.2.1.2.2.1.3 ifType Integer enum (see [3]) x
1.3.6.1.2.1.2.2.1.4 ifMtu (interface

MTU)
Integer Octets x

1.3.6.1.2.1.2.2.1.5 ifSpeed Gauge (bounded
non-negaƟve
Integer)

bits/s x

1.3.6.1.2.1.2.2.1.6 ifPhysAddress PhysAddress -- x
1.3.6.1.2.1.2.2.1.7 ifAdminStatus Integer up / down / tesƟng x
1.3.6.1.2.1.2.2.1.8 ifOperStatus Integer up / down / tesƟng x
1.3.6.1.2.1.2.2.1.9 ifLastChange (Ɵme

stamp)
TimeTicks 0.01s x

1.3.6.1.2.1.2.2.1.10 ifInOctets Counter Octets x
1.3.6.1.2.1.2.2.1.11 ifInUcastPkts Counter Packets x
1.3.6.1.2.1.2.2.1.12 ifInNUcastPkts Counter Packets x
1.3.6.1.2.1.2.2.1.13 ifInDiscards Counter Packets x
1.3.6.1.2.1.2.2.1.14 ifInErrors Counter Packets x
1.3.6.1.2.1.2.2.1.15 ifInUnknownProtos Counter Packets x
1.3.6.1.2.1.2.2.1.16 ifOutOctets Counter Octets x
1.3.6.1.2.1.2.2.1.17 ifOutUcastPkts Counter Packets x
1.3.6.1.2.1.2.2.1.18 ifOutNUcastPkts Counter Packets x
1.3.6.1.2.1.2.2.1.19 ifOutDiscards Counter Packets x
1.3.6.1.2.1.2.2.1.20 ifOutErrors Counter Packets x
1.3.6.1.2.1.2.2.1.21 ifOutQLen Gauge Packets x
1.3.6.1.2.1.2.2.1.22 ifSpecific OID -- x

Table I.1: Overview of the ifEntry object

B SNMP metrics for C-RM resources

OID DescripƟon Type Unit Mandatory
1.3.6.1.2.1.25.1.1 hrSystemUpƟme TimeTicks 0.01s x
1.3.6.1.2.1.25.1.2 hrSystemDate DateAndTime

(String)
-- x

1.3.6.1.2.1.25.1.3 hrSystemIniƟalLoadDevice Integer -- x
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1.3.6.1.2.1.25.1.4 hrSystemIniƟalLoadParameters InternaƟonDisplay
String

-- x

1.3.6.1.2.1.25.1.5 hrSystemNumUsers Gauge (bounded
non-negaƟve
Integer)

user sessions x

1.3.6.1.2.1.25.1.6 hrSystemProcesses Gauge process con-
texts

x

1.3.6.1.2.1.25.1.7 hrSystemMaxProcesses Integer process con-
texts

x

Table I.2: Overview of the hrSystem object

OID DescripƟon Type Unit Mandatory
1.3.6.1.2.1.25.2.2 hrMemorySize KBytes 1024 bytes x

Table I.3: Overview of the hrMemorySize object

OID DescripƟon Type Unit Mandatory
1.3.6.1.2.1.25.3.1.1 hrStorageIndex Integer -- x
1.3.6.1.2.1.25.3.1.2 hrStorageType OID -- x
1.3.6.1.2.1.25.3.1.3 hrStorageDescr String -- x
1.3.6.1.2.1.25.3.1.4 hrStorageAllocaƟonUnits Integer bytes x
1.3.6.1.2.1.25.3.1.5 hrStorageSize Integer hrStorageAllocaƟonUnits

bytes
x

1.3.6.1.2.1.25.3.1.6 hrStorageUsed Integer hrStorageAllocaƟonUnits
bytes

x

1.3.6.1.2.1.25.3.1.7 hrStorageAllocaƟonFailures Counter -- x
Table I.4: Overview of the hrStorageEntry object

OID DescripƟon Type Unit Mandatory
1.3.6.1.2.1.25.3.3.1.1 hrProcessorFrwID ProductID (OID) -- x
1.3.6.1.2.1.25.3.3.1.2 hrProcessorLoad Integer (0..100) percentage x

Table I.5: Overview of the hrStorageEntry object
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